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Abstract—Patients suffering from diabetes often develop sev-
eral comorbidities such as hypertension and dyslipidemia. The
presence of the comorbidities leads to more complex patient
profiles associated with specific patient treatments. In this paper
we present a novel algorithm to help physicians, given a new case,
in retrieving similar past patient cases. This novel algorithm is
based on the bag-of-words (BoW) model to encode as features,
the occurrence of each pre-computed cluster, for each patient,
according to the approach of document classification. We then
evaluate the algorithm on a real de-identified dataset of 3201
diabetic patients, demonstrating the advantage of our approach.
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I. INTRODUCTION

Patients having diabetes usually develop several comor-
bidities such as hypertension and dyslipidemia. The presence
of these comorbidities often generates more complex patient
profiles associated with specific patient treatments. Physicians
working with these cases are well trained and propose treat-
ment plans based on their past experiences. The problem with
this procedure is that physicians do not have time to review
several thousands of past cases. In addition, medical records
are composed of different types of measured values such as
laboratory tests or physical examinations. According to the
multivariate aspect of the dataset, it is usually difficult for a
human to measure similarity between patients.

This work presents an algorithm to help physicians, given
a new case, in retrieving similar past patient cases. Having to
deal with heterogeneous and partially incomplete medical data
is a challenge from the perspective of information retrieval.
One goal is to find a way to extract features, which characterize
in a compact form each patient in the dataset. Another goal
is to find metric in order to measure the similarity between
patients and to rank them. According to this definition, the idea
behind the bag-of-words (BoW) model and a clustering algo-
rithm for constructing the codebook has been identified here as
a manner to encode as features, the occurrence of each centroid
(codeword), for each patient. BoW has been previously applied
in document classification [1] and computer vision [2]. As
clustering tools, we explore here the use of k-means and self-
organizing map (SOM). The k-means algorithm is a centroid-
based clustering approach to partition n observations into
k clusters by minimizing the within-cluster sum of squares
(WCSS). The k-means algorithm has been applied in various
fields, such as geostatistics [3] and biomedical imaging [4].
SOM is a sort of artificial neural network (ANN) that is
commonly used for multidimensional scaling. SOM is trained
using an unsupervised learning approach in order to produce
a discretized representation of the input space, called a map.

In [5], SOM are described as a nonlinear generalization of
Principal components analysis (PCA). Applications of SOM
are found in geophysics [6] and climatology [7].

To test our approach we used a real de-identified set of
health records from the Portavita company', where we devise
an information retrieval algorithm that is capable to retrieve
similar patient cases, given a new case. These datasets provide
medical records, such as laboratory tests and physical exami-
nations, from different profiles of diabetic type 2 patients. The
novelty and significance of the proposed approach resides in
the definition of a case-based retrieval (CBR) algorithm that
allows to deal with heterogeneous medical data in an effective
way, relating similar cases between them to help physicians in
defining treatment plan and medication.

The rest of this paper is organized as follows: Section II
presents a background on BoW, k-means and SOM; Section III
presents our algorithm for relating similar patient cases; Sec-
tion IV evaluates our approach; Section V puts our work
in comparison with the state of the art; finally, Section VI
concludes this paper and draws the lines for future works.

II. BACKGROUND
A. Bag-of-words model

The BoW model is an approach to represent information
in a simplified manner. This approach was originally used
for text document classification [1], where the occurrence
of each word in a document composes the feature vector.
An adapted version of the BoW model, called bag of visual
words, was recently applied in the field of computer vision
for image classification [2]. First, a set of features, which
are able to handle characteristics such as image intensity or
image rotation, are extracted from images. Then, a codebook
is computed from the extracted features. The creation of the
codebook relies on vector quantization mechanisms such as
clustering algorithms. Finally, the image is characterized by a
histogram representing the frequency of each feature according
to a codebook.

B. K-means

The k-means is an unsupervised algorithm to partition n
observations into k clusters by attributing each observation to
the cluster with the nearest mean.

C. Self-organizing map

The self-organizing map (SOM) [9] is a type of artifi-
cial neural network (ANN) that is trained using an unsuper-
vised procedure. The goal is to find a mapping from high-
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Fig. 1: The architecture of the case-based retrieval system.

dimensional input space to a discretized low-dimensional rep-
resentation. This vector quantization mechanism offers some
advantages over traditional clustering approaches like k-means,
in particular the ability to model nonlinearity in the data.

III. MODEL

For the implementation, a variation of the bag-of-words
model [2], which is popular in information retrieval, was used.
We have chosen such an approach, because it deals well with
time series that are not uniformly sampled and present different
length as we currently have for our patients in the Portavita
system. The architecture of our case-based retrieval (CBR)
system is divided into 2 processes. The first process consists
of creating a knowledge base of past experiences based on all
health records available in the production system of Portavita.
This is an off-line procedure, which has to be run periodically
(e.g. once per week) in order to update the knowledge base
with new validated cases. This process is represented with
large-dashed lines in fig. 1, below each step of the process
is explained.

Clustering

After having selected the set of fields to import from the
production system, the clustering module is responsible to
separate the data into several clusters. For that process, we use
two different algorithms. The k-means clustering algorithm [8]
for its ability to minimize distortion and the SOM algorithm [9]
for its ability to model nonlinearity in the data.

Feature extraction

At this step, a feature vector, which characterizes each
patient, is computed. The solution, which has been imple-
mented, consists of an histogram of all laboratory tests and
physical examinations related to a patient. The calculation
is based on Euclidean distance between the center of each
cluster and the health records values. The feature vectors will
contain normalized coefficients explaining how a vector of

values representing a patient is assigned to each cluster. In
particular, we use a soft assignment strategy where a patient’s
vector can be assigned to more than one cluster according to
the proximity of the vector to the cluster centroid. See figure 2.
More formally, a feature vector f, for a patient, is computed
as following:

Given L the set of laboratory tests belonging to the patient,
P the set of physical examinations belonging to the patient,
C the set of centroids for laboratory tests and

D the set of centroids for physical examinations,

f = g e h, where e means concatenation of vectors,

> dist(x;,Ci)
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where dist is the euclidean distance between two vectors,
g is the feature vector for the lab tests.

Z dist(Xj,Di)
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where dist is the euclidean distance between two vectors,
h is the feature vector for the physical examinations.

h:V1<i<|D| h;=

As there are two sets of clusters (k-means and SOM), the
two computed feature vectors are concatenated into one.

Indexing

At this step, a k-dimensional tree (k-d tree) [10] is built
with all extracted feature vectors. The k-d tree is an accelera-
tion structure which partitions a k-dimensional space using a
binary tree. The goal is to allow fast multidimensional search
(such as nearest neighbor searches).
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Fig. 2: Feature vector (histogram) for a patient.

Feature Extraction and Retrieval

The second process consists of retrieving similar cases with
respect to a new case, based on his health records. This process
is represented with continuous lines in fig. 1, below each step
of the process is explained. For the health records of the new
case, the same process, as explained before, is applied in order
to build the feature vector which characterizes the patient. This
component has the responsibility to search for the new case
the k-nearest neighbors previously indexed in the k-d tree.
The search algorithm is based on euclidean distance and the
k feature vectors with the smallest distance are selected.

IV. EVALUATION

The amount of patients that we considered for our analysis
is 3201. We selected this patients by taking into consideration
the following constraints:

e the patient must have at least one laboratory test;

e the patient must have at least one physical examina-
tion;

e the patient must have a diagnosis for complications
(none, hypertension, dyslipidemia, heart problems).

In particular we have chosen hypertension, dyslipidemia
and heart problems because they are the most frequent com-
plications for patients affected by diabetes type 1 or 2. De-
spite these constraints, the dataset presents missing values in
the physical examinations and laboratory tests. To mitigate
this problem, we decided to substitute missing values by
the corresponding mean value of the field. More complex
strategies to replace missing values are possible, for example

we could have applied a probabilistic generative approach in
order to generate missing values. For the moment, we decided
to go with the simplest approach, but for the next phases of
the project we will consider more sophisticated solutions for
this problem. Furthermore, as already mentioned before, our
dataset presents laboratory tests and physical examinations that
are not uniformly sampled. This does not constitute a problem
as we are using the bag-of-words approach, which can deal
with this problem implicitly.

From the perspective of the features that we have chosen
for our CBR approach, for the physical examinations, the
fields that were chosen are: BMI, weight, heart rate, height,
waist circumference, diastolic blood pressure, systolic blood
pressure; and for the lab tests we have chosen the following
values: HDL (cholesterol), LDL (cholesterol), hbalc, albu-
min/creatinine ratio, glucose at fasting, sodium, potassium,
hemoglobin, gammaGT, triglyceride.

For the purposes of the evaluation, the dataset has been
divided randomly in two parts. The first half, the training
set, has been used only for the clustering step of the process,
see figure 1. The second half, the test set, has been used for
the feature extraction, the indexing and the retrieval. In our
evaluation we select patients affected by either hypertension,
dyslipidemia or heart problems and put them in relation with
the training set to retrieve patients with similar problems.
From the standpoint of proportions of patients affected by a
complication, hypertension counts 57% of positive cases in
the dataset, dyslipidemia counts 40% of positive cases in the
dataset, and heart problems count 27% of positive cases in the
dataset.
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Fig. 3: Precision to Retrieve Patients Affected by Hypertension, Dyslipidemia and Heart problem.

Fig. 3 shows the results for the patients affected by hy-
pertension, dyslipidemia or heart problem. Such curves were
computed by averaging the results 100 times. We calculated
the precision following the standard formula of information
retrieval reported below:

|RelevantDocumentsNRetrievedDocuments|
|Retrieved Documents|

The formula states that the number of positive cases is
divided by the number of returned patients. The precision of
the retrieval algorithm has been evaluated in 4 different cases:
we retrieved 3, 5, 10 and 50 patients to plot the curve. As
physicians do not have much time to review similar cases,
precisions at 5 and 10 should be more relevant than the
precision at 50.

For hypertension, we see that at 3, 5 and 10 the amount
of retrieved patients which are related to our query is around
65% - 70%. This results tells us that it is quite easy to retrieve
patients affected by hypertension, and that our algorithm can
discriminate people affected by hypertension, as the random
precision would be on average 57%.

Concerning dyslipidemia, the precision at 3, 5 and 10 in
this case is lower, around 50% - 55%, with respect to the
hypertension case, probably also because the proportion of
patients affected by dyslipidemia is only 40% in the dataset.
Still, if we consider the random case, the precision would only
be 40%.

Finally, the results for a query where we try to relate a
patient affected by heart conditions with other patients with
the same complication. In this case the proportion of patients
affected by heart problems in the dataset is only 27%. In
this case, the precision at 3 is around 47%, but then it drops

to around 43% for the precision at 5 and 10. This happens
due to the fact that there are less patients in the database
with this condition, but also because heart conditions involve
a large spectrum of issues, for which we do not propose a
distinction for the moment. Overall, the results of the algorithm
are encouraging as doctors can effectively find relevant cases
at 3, 5 and 10, for all of the three complications considered.

V. RELATED WORKS

The problem of retrieving similar patients from a database
of physiological data is not a new problem. Sun et al. in [11]
propose a dissimilarity measure that takes into consideration
the experience of the specialist as well as the physiological data
of the patient. The difference between us and Sun et al. is that
we do not define any particular distance for dissimilarity, we
rather use Euclidean distance. A difference with [11] is that we
use kd-trees to accelerate our KNN approach. The approach
of Sun et al. does not take into consideration the dynamics of
the patient health records, while in our CBR system, thanks
to the visual words approach, we can consider also the patient
evolution in time.

The Inreca project [12] focuses on case-based reasoning
for medical purposes. Such a project makes use of kd-trees
to store the different cases in order to speed up the retrieval
of the patients, as we do, but one difference between the
two approaches is that Inreca does not apply a visual words
approach like we do. The advantage of our approach is that
we can take into consideration the dynamics of the patients
involved in the CBR, and that we can have different length of
treatment, but still being able to perform a comparison amongst
the patients. Furthermore, our approach allows us to query the
CBR system with an arbitrary number of patient records, which
is a problem that is not considered in Inreca.



In [13], Lin and Li present an approach to analyze time
series by using a bag of words approach like we do in this
paper. The difference between the work in this paper and [13]
is that, rather than applying a K-means algorithm and then
the bag of words approach with soft-assignment, Lin and Li
apply Symbolic Aggregate Approximation (SAX) [13]. In our
case, the time series of the Portavita dataset are extremely
discrete, consequently a signal processing approach like SAX
is not suitable for our purposes. Further investigation is though
needed to see if the k-means based approach can be substituted
with SAX.

In [14], a method based on modified multivariate bag-of-
words and SAX is presented to classify physiological data. The
main difference with the standard approach to the bag-of-words
problem is that in [14] multivariate time series are considered.
With respect to [14], our time series are multi-variate, but they
are very discrete in time, so an approach using SAX would not
produce enough symbols to discriminate amongst the different
patients.

In [15] a dynamic time warping (DTW) distance is pre-
sented to retrieve cases of similar patients affected by hepatitis
B or C. Such an approach is based on comparing the shape
of the curves described by the evolution of the physiological
values of the patients. In [15], DTW achieves high accuracy
rates (88% if 20% of the patients are retrieved). The DTW
approach achieves better results than the bag-of-words but it
assumes that the patients have all the same temporal granular-
ity in collecting their lab tests which is almost never the case
in real datasets, furthermore the approach presented in [15]
considers only a dataset of 102 patients, while we consider a
dataset of about 3000 diabetic patients.

VI. CONCLUSION

In this paper we presented a novel algorithm based on
the BoW model in order to rank similar diabetic patients.
The obtained results are encouraging as doctors can effec-
tively find relevant cases for all of the three complications
considered. The use of the BoW model allows us to deal
in an elegant manner with the presence of not uniformly
sampled time series. Future work comprises the introduction
of case-based retrieval that discriminate amongst patients with
diabetes type 1 or 2 and patients that are affected by one
or more co-morbidities of diabetes, such as micro-vascular or
macro-vascular complications of diabetes. Finally, we are also
considering the introduction of a relevance feedback feature
in order to give the possibility for the doctor to indicate the
pertinence of the returned results, and to use this information
about the pertinence for the future queries.
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