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Abstract. The 2014 workshop on medical computer vision (MCV): al-
gorithms for big data took place in Cambridge, MA, USA in connection
with MICCAI (Medical Image Computing for Computer Assisted In-
tervention). It is the fourth MICCAI MCV workshop after those held in
2010, 2012 and 2013 with another edition held at CVPR 2012. This work-
shop aims at exploring the use of modern computer vision technology in
tasks such as automatic segmentation and registration, localisation of
anatomical features and extraction of meaningful visual features. It em-
phasises questions of harvesting, organising and learning from large–scale
medical imaging data sets and general–purpose automatic understand-
ing of medical images. The workshop is especially interested in modern,
scalable and efficient algorithms which generalise well to previously un-
seen images. The strong participation in the workshop of over 80 persons
shows the importance of and interest in Medical Computer Vision. This
overview article describes the papers presented in the workshop as either
oral presentations or short presentations and posters. It also describes the
invited talks and the results of the VISCERAL session in the workshop
on the use of big data in medical imaging.
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1 Introduction

The Medical Computer Vision workshop (MCV) took place in conjunction with
MICCAI (Medical Image Computing for Computer–Assisted Interventions) on
September 18, 2014 in Cambridge, MA in the USA. This fifth workshop on
medical computer vision was organised in connection with MICCAI after the
workshops in 2010 [12], 2012 [10] and 2013 [11] and with CVPR in 2012. The
workshop received 29 paper submissions of which five were submitted to the
VISCERAL session. All papers were reviewed by at least three external reviewers
of the scientific committee of the workshop. Then, all borderline papers were
reviewed in addition by at least one member of the workshop organisers. The 13
best papers were presented as oral presentations and authors had the possibility
to also present a poster on their techniques for discussions during the lunch
break.

With the increasing importance of large datasets (and the addition of big
data in the workshop title) it was also decided to again add a session on an
evaluation campaign called VISCERAL1 (VISual Concept ExtRaction challenge
in RAdioLogy) in 2014. The VISCERAL project [5] is creating large amounts
of manually annotated 3D medical data, and is making them available to the
research community in four benchmark challenges. The first two benchmarks
were focussed on the automatic detection of organs in the body and include
annotations of over 20 organs and 50 landmarks in multiple modalities. The
third benchmark is on lesion detection and the fourth on the retrieval of similar
cases in very large data sets.

This text also gives an overview of the most important discussions that took
place during the medical computer vision workshop and the challenges that
were identified in the field. Participants gave very good feedback and all agreed
to again organize the workshop during future MICCAI conferences.

2 Papers Presented at the Workshop

The oral presentations were separated into four topic areas, papers on segmen-
tation, feature extraction, multi–atlas techniques and the last session on trans-
lational medical computer vision.

2.1 Segmentation of Big Medical Data

Wu et al. [21] addressed the problem of segmentation and registration of infant
brains from subjects at different ages. They estimated tissue probability maps
separately using only training at the respective age and used the probability
maps as a good initialization to guide the level set segmentation.

Then, Wang et al. [20] presented a random forest based approach for infant
brain image segmentation that fuses multi–contrast MRI and tissue probability
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maps. Next, Harmouche et al. [3] proposed a method to segment the pectoralis
muscle in CT. Their approach constructs a likelihood using a multivariate distri-
bution of pairwise registered similar training subjects while the posterior tissue
map probability is used to drive a graph cuts segmentation.

2.2 Advanced Feature Extraction

In the first paper in this section, van Tulder and de Bruijne [19] adapted a
convolutional classification restricted Boltzmann machine to learn features well
suited for discriminative feature learning and apply it for texture–based tissue
classification on two lung CT problems. Then, Stühler [17] argued that for large
scale longitudinal key point tracking in brain MRI of dementia studies, time–
consuming non–rigid registration could be avoided by employing local invariant
features that are independent of image scale and orientation. Maraci et al. [9]
then showed how they combined techniques from the computer vision and med-
ical imaging communities to increase the degree of automation in ultrasound
acquisition. They introduced new symmetric SIFT features and used them to
represent the acquired image for classification of fetal image anatomical struc-
tures. Next Schlegel et al. [14] addressed the need to learn from data collected
across multiple hospitals with heterogeneous medical imaging equipment. Using
unsupervised pre–training of convolutional neural networks they inject informa-
tion from hospitals or image classes for which no annotations are available and
they show how this can leads to improved classification accuracy in the classifi-
cation of lung tissue.

2.3 Multi Atlas and Beyond

Ma et al. [8] kicked off our Multi–Atlas section by presenting a hybrid ap-
proach for brain anatomy segmentation that combines multi–atlas and learn-
ing based methods. Different from traditional learning–based labelling meth-
ods, their atlas–guided multi–channel forest learning method utilized informa-
tion from both the target image and the aligned atlas for a voxel–wise labelling.
Next the task of reducing registration cost for radiation therapy planning was
addressed by Rivest–Henault et al. [13]. Their approach finds a proxy that can
be used to hop from a given image A to a target image B with minimal distor-
tion and they also defined both a clustering scheme and the transitivity error
function. Last, Zikic et al. [22] adapted the Atlas Forest approach for the case
when target and test brain images lack correspondences such as the case when
there is a tumor in one. By training on only atlases similar to the test, they man-
aged to overcome the inherent overtraining problem as shown in the results they
presented on BraTS 2013 (Multimodal Brain Tumor Segmentation Challenge).

2.4 Translational Medical Computer Vision

The translation of concepts from computer vision to applications in the medical
imaging domain was well represented in our workshop. Shao et al. [15] let off



this section by describing a prostate boundary delineation method that forms
an estimate of voxel boundary likelihood using votes cast by a regression forest
and then form a discrete segmentation by fitting a deformable model. Next
Lugauer et al. [7] proposed a model–guided segmentation approach to segment
the lumen in coronary computed tomography angiography. Their method builds
a Markov Random Field model with convex priors to ensure tubular solutions,
which they optimize through a graph–cut based approach. Finally, a method for
identifying local image characteristics capable of predicting the presence of local
abnormal ventricular activities in the heart was proposed by Cabrera Lozoya
et al. [1]. While determining the optimum intensity and texture–based local
image features using a random forest, they developed an approach for integrating
uncertainties due to errors in the training set and describe how this improves
algorithm performance.

3 Invited Speakers

3.1 Xiang Sean Zhou

The first invited speaker was Xiang Sean Zhou, Head of Innovations at Siemens
Medical Solutions in Malvern, PA, USA who presented his experiences in Medi-
cal Imaging research from a large company perspective. He described main lines
of his research approach that has lead him to develop rapid and robust anatomy
localization. This accomplishment has in part lead him to recently be awarded In-
ventor of the Year at Siemens. Emphasizing the principle of ”robustness through
redundancy”, he argued that the three keys to achieve high robustness in medi-
cal image analysis are ”redundancy, redundancy, redundancy”, (which reminded
us of the saying that ”the three key aspects in buying a house are ’location, lo-
cation, location’”). The perspective on implementing or exploiting redundancy
was also inspired by the space and aeronautics industries that are well known
for pioneering work in fault tolerant design. Dr. Zhou described multiple ways in
which he has successfully designed redundancy into his solutions. Redundancy
through ensemble learning was an approach he adopted early on which increases
reliability through aggregating multiple machine learning models, while redun-
dancy through modality leverages multiple modalities when providing a clinical
interpretation such as was prevalent in the Health-e-Child project. Redundancy
through algorithm fusion entails using all of the best methods for image inter-
pretation including detection, registration and segmentation. These as well as
several other redundancies have formed the hallmarks of his research which lead
to stimulating discussions about what academia might provide for industrial re-
search. Dr. Zhou described how while many algorithms might achieve success on
80–90% of the cases, to find truly robust solutions that can work on 98-99% of the
cases requires quantitative evaluation on large–scale standardized datasets, such
as those represented in the large challenges now becoming popular at MICCAI
or other events.



3.2 Eric G. Learned–Miller

The second invited speaker was Eric G. Learned–Miller, Associate Professor of
Computer Science at the University of Massachusetts in Amherst, MA, USA
who presented a talk entitled ”Experience with Big Data: A Decade of Research
in Face Recognition”. In it he both presented an overview of computer vision
techniques for face recognition and provided a historical perspective. A central
theme in his research has been in the reduction of the face recognition problem
to its salient components. Towards this aim he has created a widely used public
resource for the community in the form of a curated face database, Labeled Faces
in the Wild. This has over 13,000 faces collected from the web, each labeled
with the name of the person pictured. Every face was identified with the Viola–
Jones face detector making detection less of a concern. Additionally he provides
subsets of the database in which the faces have been cropped, scaled and aligned
to a standard reference frame, leaving only the core recognition task. As a nice
complement to the discussion we had with Dr. Zhou, Dr Learned-Miller described
how he sees a primary benefit coming from maintaining the database online, so
that researchers can at any time benchmark their approaches to the state of
the art. The system maintains a ranking of all methods submitted. This has
enabled Dr. Learned-Miller to uncover trends in the approaches being applied.
For example he has observed that, while at first computer vision researchers
submitted the best methods, the recent trend has been that researchers from
the machine learning community have attained top scores. Additionally, multiple
ranking strategies are employed. In one, methods are allowed to train only from
data in the database, while in another training data can come from any additional
source, including Facebook which several methods employed successfully. This
has enabled further insights including an understanding of the relative value in
training on more data versus the development of new methodological models
and approaches. This provided an excellent tutorial example to complement the
MICCAI debate session ”Signal Processing or Machine learning: What’s right
for MICCAI?”.

4 VISCERAL Session

The VISCERAL session started with an overview of the challenges in multi–
organ detection and the data that were annotated and made available in the
VISCERAL project. An overview of the results was presented without detailing
the various techniques of the participants. This included a description of the
cloud–based evaluation infrastructure that avoids to physically distribute the
data. The session also included five presentations of participants on the tech-
niques employed in the benchmark.

Spanier et al. [16] presented their approach for multi–organ segmentation
starting with the simplest organs and then going towards harder organs in the
process. The process includes identification of the region of interest for each
organ, thresholding, seed point identification and then slice growing. Gass et
al. [2] used a multi-atlas approach for the segmentation of multiple organs and
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also the identification of landmarks. The goal was a data–driven and modality–
idenpendent approach for multi–organ segmentation.

Only liver segmentation is done by Li et al. in [6]. The approach uses mul-
tiple prior knowledge models and an Adaboost classifier, reaching good results
on the liver. Jimenez del Toro et al. [18] presented an approach to multi–organ
segmentation that is entirely data driven and does not use any organ–specific
optimizations. It uses first a global registration and then successive local regis-
trations. For large organs with much contrast a single local registration is used
and then for small organs with less contrast the registration of the larger organs
is refined in a successive manner. Segmentation reached best results in several
of the organs. Kechichian et al. [4] employed multiple graph cut optimization
for multi–organ segmentation. Spatial relationships of organs are modelled and
registration was done using SURF key points to reach good segmentation results.

5 Discussions at the Workshop

The large number of over 80 participants at the workshop also led to a large
number of very interesting questions during the discussions after the talks and
also the lunch and coffee breaks. Many comments after the two invited talks
highlighted both the importance of data availability and systematic testing. For
commercial applications it is clear that robustness is much more important than
only pure performance on very specific data sets as pointed out by Sean Zhou.
The case of face recognitions also highlights the importance that standardised
and publicly available data sets have as well as standardized performance com-
parisons on the development of algorithms. This can really show advances over
the years and it was highlighted that popular believe on best techniques often
does not correspond to the reality of systematic evaluations of it.

The discussions also made clear that theoretical novelty is not necessarily
the main point when building real applications in medical imaging as stability
is important or redundancy as Erik Learned–Miller emphasised. Several of the
approaches show that clinical impact and importance gain in importance in the
field and that computer vision and machine learning approaches can now well be
applied to large and heterogeneous data sets in medical imaging. Registration
and segmentation remain very important underlying techniques that can help
clinical applications. The session on translational medical imaging also highlights
that there are many potential application areas with a potential real impact. At
this point we would also like to thank the speakers and the workshop participants
for the many discussions and exchange of ideas.

6 Conclusions

The fourth edition of the workshop on medical computer vision at MICCAI
was a clear success. High quality papers and posters were presented and many
discussions on challenges and techniques in medical imaging emerged at the
workshop. The workshop gives a forum for exchange at the crossing of medical



imaging, computer vision, machine learning and techniques to manage large
data sets of heterogeneous nature. Based on the positive experience we foresee
to again hold similar workshops at MICCAI in the coming years to follow up on
developments in this quickly changing research area.
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