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Tracking a Screen and Detecting its Rate of Changein
3-D Video Scenes of Multipurpose Halls

N. Charara, I. Jarkass, M. Sokhn, O. Abou KhalediEnMugellini

Abstract(] This paper presents an automatic
approach to track a wide screen in a multipur pose hall
video scene. Once the screen is located, this system also
generates the temporal rate of change, using edge
detection based method. Our approach adopts a scene
segmentation algorithm that explores visual features
(texture) and depth information to perform efficient
screen localization. The cropped region which refers to
the wide screen undergoes a salient visual cues
extraction to retrieve the emphasized changes required
in rate-of-change computation. In addition to video
document indexing and retrieval, thiswork can improve
the machine vision capability in behavior analysis and
pattern recognition.

Index Terms Edge histogram, Pattern recognition,
Scene segmentation, Slide change detection, Similarity
based classifier.

1. Introduction

In recent years, we have witnessed great advance
electronic imaging and its deployment around theldvo
The decreasing costs of video record equipment ha
resulted in enormous volume of video data. Thieesgive
amount of information constitutes a significant ltdtege

unified by a common event [1], whesbotis an unbroken
continuous sequence of frames from one camera. fkate
the Slide keyword refers to the presentation slide which is
mainly projected electronically at the wide scregn
lectures or conferences. While most of available
applications exploit scene/slide change detectiowideo
information management issues as content-basedo vide
retrieval and indexing (intelligent lecture recaorgli
efficient browsing ...etc.), we benefit from this #irof
video analysis, to provide semantic level informatifor
scene analysis. After tracking and locating theeagrin
video-scene footage of multipurpose hall, the detkcate
of change of the screen content is linked to thages
identification of this hall as a partial discrimtive feature.
We argue this choice since the rate of change warie
according to the use; a low rate of change reflaagtermal
presentation slide swiping therefore a conferenopgse,
whereas a movie show or cinema manipulation redbtiv
provide a high rate of scene change.

Scene/Slide change detection has been studied in
several previous research works [2], [3], [4], [@], [7],
[ﬁ] and employed in many systems including [9],][IThe
audio and visual cues are adopted separately int mos

v%pproaches, while combining these two issues [@lides

certainly more efficient results but additional qaexity
cost. Motion information, layout of text region aSdFT

for both video management systems and video—base_fﬁatures’ are examples of traditional visual cues &re

behavior recognition systems.
Due to the complexity of analyzing video footage,
several computer vision solutions impose addrestirg
change detection problem. We mean herectgngeboth
scene change and slide change that can occur vaithide
screen.Sceneis defined as a sequential collection of shot
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integrated in detection approaches. These cues are
combined in other systems with audio and speedures
for more advanced recognition levels, trying to chabr
synchronize the electronic slides to
corresponding presentation videos [2], [7]. Bysthiay,

the

sthe browsing and indexation of educational and o

digital video libraries are enhanced. At technitevel,
some algorithms have been developed on uncompressed
video [7] document using the bit rate sequence, but
unfortunately these ones appears to be time comgumi
Some others have been operated on MPEG [3], [4], [5
[8] compressed domain using the DCT coefficients. |
general, there are several technical approachasmpare a
couple of consecutive frames in order to handle shet
boundary detection problem. These approaches asedb
on pixel-level frames comparison, histogram conguari
(global block-based) or motion-based similarity swea. In
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[4]Ngo et al. adopted background (conference hall elementscreen. The second stage benefits from this infoomao
including the slide) vs. foreground (presenterpathm to  detect the occurred screen changes by processigghran
remove the effect of motion and occlusion when catg  cropped frames from the original video sequence.
slide changes. Another approach that is suitablevéoy This paper is organized as follows. In the nextiea¢
large video databases but relatively sensitiveht ioisy  we introduce a segmentation-based screen tracketbau
moving objects is presented in[1],where Oh et akduthe using the dynamic rectangular extension strateggtié 3
background tracking to take into account both thedescribes change detection by exploring the edtgctien
differences at the pixel and the semantics levelsvben approach, in both slide projecting and movie sc&aetion
the video frames. 4 presents the experimental results illustratinge th
Our proposed system, shown in Figure.l, is disteitbu performance of the proposed method. Finally, thst la
into two separate stages. The first stage takd#l aideo  section concludes the paper and presents the fwnle
frame as input and provides the spatial informatafn

Static Stage Dynamic Stage
B
[
Estimated Scree g
Video Single framg| Screen Tracking | coordinates ,| S hSCen?j/SIidG_
izati changedetection
Sequence & Localization é g
s
N Rateof change
— Change/sec
Fig. 1. Overall screen tracking and rate of chahgfection system.
2. Screen Tracking by Scene start the extraction process totransfer the featfrmm fact
mentation domain to perception domain. For a giMernx N grey
Esg framed multipurpose hall sceheeach poin®; j€1,i=1, 2,

For automatic screen location and without interieent  /7Z7M andj= 1, 2, ...N should belong a rectangular paih
from a human operator or a priori information, @ene that is centered by @ (Xc, Yo point with a widthw,and a
distribution of the different zones of any multipose hall  height H,. At each iteration, all these variables vary
is captured basing on a dedicated segmentatiotegjra systematically following several criteria that pie
(Fig. 3). By definition, scene segmentation proaasasbles dynamic, homogeneous and convergent rectangulah pat
partitioning and labeling of the existing homogeumeo extension. Here, the extension dynamicity is regamesd by
regions. What is interesting here is the semantiens the width of both horizontal and vertical stepstthary
segmentation that aims to classify fixed imageso int with respect to statistical features. The compaoiatf the
semantic classes. In this part, as well as thealisues median and variance of the difference between tieent
exploration from the video frames, the proposedesyss patch and the next candidate extended patch at each
also based on depth information. The depth majsési o iteration avoids an over-step to the next zonettdy way
increase reliability in the comprehension of theer& redundancy is prevented by saving iterations and by
elements. respecting the relative homogeneity of the patche T

The multipurpose hall, the case-study, is dividedproperty of intersection between the rectangulatctpa
normally into three defined zones, first the sp@ct@eat corners and the converging lines will guaranteerdgsly
area, then more deeply the sidewalk, and last likatér the convergence property.
with the wide screen. Supposing that the image escen
covers most of the hall components in a single &aam
shown in Fig. 2, we proceed from the deepest point,
so-called the vanishing point (VP), toward the cearfecal
plane. The VP is the common point of intersectidrihe
converging lines in plane image that is captureadyera.

At the limits of the homogenous area that surrouttnis
point, the wide hall screen is determined. Centéngdhe
VP, which is detected with a 2D histogramming based Fig. 2. Atypical multipurpose hall model.
technique [11], the initial rectangular patch isdered to
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In order to characterize the semantic content ef th
scene, the low-level feature vectors are extrafttad each
described rectangular patch. The color feature leen
neglected due the weak representation capacityuah s
scenes, which are relatively sensitive to locaiatam of
illumination, and strongly depend on the desigrncédk of
the whole multipurpose hall. On the other hand tTiexis a
spatially repetitive micro-structure of surfacesnfed by
repeating a particular element or several elements
different relative spatial positions. This repetitinvolves
local variations of scale, orientation, or otheometric and
optical features of the elements.

data samples. The problem of classifying sampleseda
only on their pairwise similarities may be dividiedo two
sub-problems: measuring the similarity between dasnp
and classifying the samples based on their pairwise
similarities [13]. While the most similarity basedethod
like as the k-nearest neighbors (k-NN) classifidre t
quadratic discriminant analysis (QDA) and the suppo
vector machines (SVMs) introduce the dissimilarity
(distance) between their feature vector representtwe
use a pure similarity measure, the zero-mean nizethl
cross-correlation (ZmMNCC). The ZmNCC is widely

The Gray Levekxploited in template matching issues due to ibstness

Co-occurrence Matrix (GLCM) method extracts Seconq,vhen Subtracting the local mean[14]_ Moreover, by

order statistical texture features to be used infeature
vector building. Let G be the number of gray lewstsch
exists in the rectangular patch Rhe GLCM GxG matrix
M is computed where each elemevit, , (m, n is the
co-occurrence number of each two pixels having gra
values m and n separated by a displacement distaand
at a given directiore. Then, some of Haralick texture
features [12]as Inverse Difference Moment, CluShkade,

Sum average, Dissimilarity, Sum Variance and Max= {fi/ i=0, 1

employing the zero-mean normalized cross-corraiatio
based classifier, we get rid from the descriptidntree
samples themselves. So, only a pairwise similarity

)gxploration is required.

Let | be the framed image of sizexh, andR, of size
mxn, is the elaborated rectangular patch at each iverat
wherem<w-1 andn<(h/2)-1. The GLCM feature vectdt,
...N} is extracted from the mentioned

Probability are computed and assigned to the featurrectangular patch with N number of the quantifieatadick

vectors. The main motivation behind this segmeniati
strategy is resumed on constructing a discrimieapiattern
for the screen to distinguishing it from the otheall
elements. This classification problem is ensured &y
non-generative similarity based classifier.

Our supervised learning classifier estimates tlasscl
label of a test sample based on the pairwise giitigis of

Z?]:O(fi,t—l - .ut—l) . (flt - .“t)

features. The problem is to estimate the clasd laf@ a
test sampleR,;, F;) based on its similarities to the previous
samplesR.;, F.1) The Zero mean Normalized
Cross-Correlation between thE, and F.iis shown in
equation (1).

ZmNCC (R,_1,R,) =

M

N T

wherau,.; and |, represent the mean value Bf; and F;
respectively.

A couple of Patch with ZmNCC value over some
specific threshold is then classified within thensazone z.

A patchR,;, is considered at the border if it has a ZmNCC

<R.1,R> value lower than the specific threshold, whiclnis
fact the separating metric that specifies staymthe same
homogenous zone (the screen) or moving to the exjac
zone. In order to avoid any estimation error causgdhe
texture based pattern recognition technique, oopgsed
system employs depth information as constraintsratethe
final stage taking into consideration that the enords
normally located at the deepest area of the hadh(fthe
camera focal plane). To find an approximate depdip,mve
relied on a passive depth computation method using
stereo vision system [15]. Two calibrated camerath w
known physical relation were correlated. The
correspondences of common pixel values (from lefi a
right image) were found and by triangulation [16jet
distance between the correspondence areas wasatattu

Single frame

VP detection

Feature Vecto
Extraction

Dynamic Rectangula
Extension

>

Similarity

Screen Coordinate$
& Dimensions

Fig. 3.Schematic diagram of the proposed segmentaased
screen tracking method.
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should define an adaptive dissimilarity measure.tHa

3. Change Detection , |
literature, there are two approaches to solve ghifblem:
Till this end, the location of the wide screen ispistogram-based and pixel-based.

extracted from a unique still image. We benefitnfréhe
immobility of the equipped camera to crop the serasea

from all the video frames. The cropped frame wi# b /% Smoothing
analyzed by the screen change detector to obtaisdteen 5 4 B & B
rate of change. i 4 9 12 9 4
Our electronic screen change detection method is B=15" z 19? ; 192 i
generally employed to detect major changes in video 5 4 5 4 9
streams. We try here to adapt the edge detectisedba p I .

approach to overcome the small
problem. It is important to notice that when weinefthe
different types of possible events in the scenedam@t aim
to introduce modeling of all these types as donRjnbut

we just try to differentiate them. This means that

understanding and describing each of these eveotddw
lead to filter the desirable events and neglecfalse ones.
In general, a wide screen in a multipurpose hallsisd by
two ways: (1) as a slideshow screen for confererscebs
seminars or (2) as a movie show screen. In tis¢ dise,
changes include transitions between the electrslides in
addition to the transition and animation effecthe3e
effects play a negative granularity role and magttsec the
essential information by augmenting the total detkc
changes. In the movie show context, significanhgies are
resumed by the boundary shots and the key-frames.
key-frame represents the visual content of frarhas are

the closest in a video sequence according to certai

discriminative information, while a boundary shet the

gap between two shots. The detection algorithm mu

ignore the conflict changes such as camera mossertil,
pan and zoom), the appeared human gesture andathead)
transitions between scenes (dissolving, wiping axdirfg
transitions)

In order to encounter this multiplicity challendeat
rises from the multipurpose capacity, and to overeo
problems concerning time-varying illumination anke t
small moving object problems, our proposed methicst f
submits each video frame to an edge detector, hed, t

using a technique inspired from the MPEG-7 Edg

Histogram Descriptor, finds features characteriziag
scene/slide change detection.

Edge detection principle is frequently used in imag
structural
representation of an image. A standard Canny edge

processing fields to only preserve the
extractor [17] is exploited in this work by applying the
following steps (see Figure. 4): First, the cropfreane is
smoothed and blurred to remove the noise. Therottsd
maxima are selected after computing the image gnasli
At last a traditional thresholding step is appli¢d

determine the approved edges by hysteresis.

We aim to select the discriminative features that

characterize a scene/slide change, in another teem

changes sensitivity

HorizontalGradient G Vertical Gradient G
101
kG= [ 202 ]
;101

121
kGy:[ 00 o]
121
L
|G| = |Gx| + |Gy|| 6= arctan (|Gy|/|Gx|)

Non-maximum suppression

i )

Hysteresis Thresholding

Fig. 4. Canny edge detector steps, whletis the original
image, E is the edge image. kGand kG are the horizontal and
vertical Kernel respectively. |G| adidare the gradient magnitude
and phase respectively.

A Despite its low computation cost, the histogramedas
approach neglects the spatial information and smaty
ignore a significant spatial change between twaseoutive

Sf{ames. The pixel based method suffers from theh hig

sensitivity toward the slightest motion. So, a @i
method is proposed to optimally adapt our applicate.g.

we substitute the basic unit of the second apprdpiciel)

by sub-image to extract the edge histograms. Aneedg
histogram represents the distribution of the défferedge
directionalities existed in the image. In particuldhe
cropped frame is segmented into 4x4 sub-imagesh Eac
sub-image is represented by a 5-bins edge diswibut
histogram where each bin survey one type of the fiv
directional edges types: horizontal, vertical, diag-1

[S)

(+45 degree), diagonal-2 (-45 degree) and non-titineal
edge. We exclusively care of the global edge dwact
composition in sub-images, disregarding the absolut
,ocation of edges.

In order to compare the edge histograms of the
corresponding sub-images in two successive frainasd
fi1, we choose the following normalized dissimilarity

measure:
2
[ H (k)—H (k) ]
I

[max (1 dom; @
|_ Sfi Sfi+1

(2)

d(f,, fisr) = T3 ThK
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whereHS,- (k) is the bin value of the sub—imagsfj,
fi L

histogram. N is the overall number of sub-imageasour

case is 16. K is the total number of direction pheye it is
equal to 5. A scene/slide change detection isriefewhen
the dissimilarity measure exceeds a specific thulesh
Therefore, the temporal rate of change is calcdlate

4. Experiments

The experiments are conducted on two real worléwid

sets both with the same resolution 160x120; the first is

To evaluate the second part, a ground truth magchin
between existed changes (slide or scene changedaugo
to dataset) and the automatic detected changearnsiaity
constructed. We use the well-known performance
parameters used in the most scene change detection
methods; recall (3) and precision (4).

Recall = TlTP/(TlTP + nFP)

®3)

Precision = npp/(Mrp + Npy)

(4)

composed of 8 lecture and conference videos fromvhereir, is the number of true positive (correct detection)
university lectures and international conferenceal or n,., is the number of false positive (false detection)

presentations (AWIC 2011).These conference presensa
don't contain videotaping shows on the screen &tidere
are they are very short. The second dataset censfst
several films recorded during a documentary videows
Due to the difference on evaluation method typles,tivo
system stages are tested separately. For the dlagte
algorithm (Fig. 5), an expert based evaluation wethas
been adopted, so that the screen is manually segchah

andthgy is the number of false negative (miss detection).

A sequence of simultaneous detected slides (and
therefore detected changes) in a cropped screesharen
in Fig. 7. The negligence of the small variatiorctsias
animation and transition effects (false positiisghown in
the figure. Indeed, the system just marks the dligping
as a significant change, which is the requiredltesu

the original fixed scene frame to be compared on

pixel-level with our results.

A quantitative evaluation of the screen trackingt &
presented by the normalized
(N-RMSE) and the recognition rate (RR) calculation,

measure the differences between the manual seginenteyovie show videos

screen zone (as a reference) and
automatically by our segmentation based method MER
is a function dimensions and edge pixels interesity other
statistical features of the detected screen zohd€Ta).

Note that the proposed method provides much more === S

accurate results with making consideration of tleptid
information.

Fig. 5. Resulting tracked screen.

Table 1:N-RMSEand Meanof the Recognition Rate (RR)of the

screen tracking stage

Screen tracking method Stages  N-RMSE Mean of RR
without depth constraints 0.29 88.95 + 5.56
with depth constraints 0.311 91.76 +5.97

root-mean-square error

Table 2: Averaged Scene/Slide change detectiomatiah

Rate of change

Recall*100 Precision*100
(changes/sec)
Conference videos 0.12 79.6% 89.2%
0.655 78.7% 83%

those obtainetd

—y—y
- -

Fig. 6.Example of edge detection, Left: Originamped frame,
Right: the edge cropped frame.

] ¥y
a a

P, ) Bl PEIF L—SA

Fig.7. A sequence of simultaneous detected slidescropped
screen.

5. Conclusion

We have proposed a novel method that locates arscre
in a multipurpose hall, and computes its rate daingfe.
Despite that we distinguish between the definiddrslide
change and Scene change, this approach is ablet¢otd
both types. The system is composed of two stagess,af
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segmentation based method tracks the screen baaddrs

then, we benefit from the edge histogram efficiet@ynap

HoughTransform  from  Single Images Pattern
RecognitionLetters, Vol 33, Iss 1, pp. 1-12Q12.

a change detection method. Experiments show that tH12] Fritz Albregtsen, “Statistical Texture Meassir€omputed

proposed method succeeds in slide/scene changetidete
As future works, additional features have to begmted
on the initial steps to make our change detectigstes

more robust against the suddenly screen occlusiong1.3]

Moreover, exploiting dynamic thresholding can irase the

system accuracy.
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