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results, it was interesting to correlate this infation,

Abstract— From the importance of the conference and itespecially with the existence of information fore tisame

constructive role in the studies discussion, tharest be a strong
organization that allows the exploitation of thesalissions in
opening new horizons. The vast amount of infornmatstattered
across the web, make it difficult to find expengho can play a
prominent role in organizing conferences. In thapgr we proposed
a new approach of extracting researchers’ infomnaffom various
Web resources and correlating them in order to icantheir

correctness. As a validator of this approach, veppse a service that

will be useful to set up a conference. Its maineotiye is to find

appropriate experts, as well as the social evemta Eonference. For
this application we us Semantic Web technologike RDF and

ontology to represent the confirmed informationjalkhare linked to

another ontology (skills ontology) that are used pi@sent and
compute the expertise.

subjects from multiple sources. This is typicalbeful during
setting up a conference, when we need to find inédion for
relevant experts and
expertise, as well as finding and proposing soeiants for
the conference.

We aim to demonstrate our approach of extracting an
correlating information from multiple Web resourcgshin a
system that have objective to find appropriate eeeirs and
propose social events for a conference in a spedifinain. In
this paper, we present the previous work that axiditee issues
of researcher information extraction, profiling amcpert
finding, and then we introduce the Framework of gystem
that provides the mentioned service through explpiof the

Keywords— Expert finding, Information extraction, Ontologies, correlated information and the semantic Web teaies.

Semantic web, Social events.

|. INTRODUCTION

The rest of the paper is structured as followsSéttion 2
we review the related work on researchers’ inforomat
extraction and expert finding issues, and dischesrésult of

ODAY, The Web plays a major role in the interactionthese works. In Section 3, we propose our systemework
between people and communities. Gradually, the dvorldesign, and describe the scenario of future wodctiGn 4

moves all its activities to this global space. Frdhe
beginning, the scientific community benefited frahe web
like other communities, and now uses it mainly ¢tvate the
cooperation between researchers and to exchangeniation
between them. So we can find vast quantities oéngific
information as researchers, projects, papers...h Viitis
enormous amount of data, the automatic or semiraatio
applications become necessity, especially to fipdrapriate
information in a brief time. Therefore, the Web btees
saturated by these applications in all domains.

Despite this, the problem has not been fully solwéith the

presence of a large amount of conflicted and oatat

information. For that in order to get more accuiate ranked
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presents the initial steps in the framework impletaton.
Conclusion and future works are in Section 5.

Il. RELATED WORK

Since the main task of our work is extracting aodelating
researchers’ information in order to obtain a ti§tranked
experts. Therefore it was necessary to
researches in this area that have been carriedhahe last
years.

The expert finding systems have been proposed wiitiim
the organizations as a solution to users’ problevhs, wish to
use this expertise knowledge or find a specific eego
perform a certain task. To reach this goal, it ésgssary to
achieve the task of profiling and social networkraation.
From these applications we mention Referral Web, [1]
Agilience (http://www.agilience.com), BuddyFinder 2][
DemonD [3] and SmallBlue [11]. In these applicatipthe
expertise is inferred using keywords extracted freeh pages,
shared documents, email and instant message tigtssdrhe
social network is also determined from the co-omnee of
names on publications or emails.

Furthermore, there are more directions and effangards

ranking them depending onr thei
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automating the expert finding process, so the systeent
towards improving the presentation of knowledge thieir

databases and enhancing the expert finding pracssg the
Semantic Web technologies, as in Semantic Scoyggirand
the Semantic Web based approach to expertise §indin
KPMG [16, 17].Now with the presence of the Semalitieb

technologies, the process of expert finding wasaeslpd to a
wider scale outside the organizations, on the Wéh an

enormous quantity of data. We present several woaksed
out using different Web resources.

The most used source in these works is the pulditat
The VIKEF project [10] uses several collectionspafpers to
construct the profiles of researchers participatimglSWC
2004. DBLPVis [6] uses the publications in DBLPatzse to
search for the relations between different entitdso AEFS
[18] uses the citations of the publications as esperofiles to
rank the experts, and EFS [19] uses the expertdigations
as the materials to build their expertise, in addithey use
the link structures of Wikipedia to improve the exjse.

We have seen several projects benefit from pulidiegatin
several ways, and that depend on the application. this
reason we can see also other systems that benoefitnfiultiple
sources. In addition to the publications, Flink 4des web
pages, emails and FOAF profiles [5] to extract Swmnantic
Web researchers’ social networks. Arnetminer [898s the
home pages to create a semantic-based profilesedoh
researcher and then use them with publicationsotopate
their expertise. And now with the conversion of #dsting
data on the Web largely in the form of RDF, we faydtems
that use it as main sources, especially as it ptesthe
relationship between entities. For instance RKBBErgr [7]
present unified views of a significant number of fagjeneous
data sources (triple stores) regarding a given @dama

A.Discission

publications (co-author relationship) within Webtdsextract
the researchers’ social networks. The extracting nefv
relationships can improve the results, and thatt wieaintend
to do in our work using ontology and rules to estrand
present these relations. And recently, a new methas
emerged in computing the expertise using skill®logly as in
[20], which this ontology present the relations westn
researchers domains and their hierarchy. This ogyolvas
linked to a first one that presents the researcpegfiles and
their relations in a new method of expert findimgl @anking.

In this section, we introduce the preliminariesoof work
and describe its architecture overview (Fig. 1).

So far, the studied approaches didn't give optinsllts,
especially when they take into account a very ldigee of
researchers. But they evolve gradually, tryingteroome the
existing problems on the Web, as already describethe
discussion section. The proposed approach aimharee the
two processes of acquiring information and exgadifig. The
first is achieved by correlating the extracted infation from
various Web resources and the second by treating
information with relations between researchers eeidtions
between domains. This work is done with the suppbithe
Semantic Web technologies.

FRAMEWORK

A.Scenario

In order to apply these objectives, it is intemgtito
implement our proposed approach into a systemptimatides
a significant service to help organizers of confees like
proposing a list of ranked experts in a certain @iomin
addition, the system is capable to propose sociahts for
making the service more significant.

The proposed scenario to be applied through outersys
starts by entering information about user's reqaesbss the

In the mentioned work, ontologies and Semantic Weterface, including the scientific domain and théermation

technologies have proved their efficiency in présgnthe
researchers domains. We also see the systemsiogeratthe
web are benefiting from more sources such as Alinetnand

about the conference location, date, number ofgiaants and
halls. After this request the system begins extrgct
information from heterogeneous sources from the Wieb

RKBExplorer obtain more comprehensive and accuraignstructs the researchers’ profiles, and then ubese

results. Even so, we find incorrect or incompletsuits in
certain cases due to the conflict and outdatednmtion. This
is what motivates us to use all practical sourcesrier to
correlate the extracted information from them. Véaddit also
from new sources like social networks, as in thgordihm
applied for finding experts in Friendfeed [12], asdurces
have not been used so far like videos and imagebases.

profiles into the new expert finding process. Hindlprovides

a list of ranked experts. On the other hand th&esysises the
distributed information along the web to propose Hocial

events depending on the user request. At this sthge
organizer can choose their relevant choices inrotickt the

system sends invitations for experts.

On the other hand the expert finding process intmos B-Architecture

systems is based on the co-occurrence of query deeignin
the used sources. Furthermore to improve the rethdly
extend this process on the expert propagationkein social
networks [13,14,15]. Noting that, they mainly usd

The architecture through which the scenario willapplied
is shown below in the Fig. 1. In the right sideg thput and
output of the system are shown. As mentioned irptiegious

osection, the input is a query including researcmaia and
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Fig. 1 Our framework global view
databases in form of triples (RDF), which makemitchine-
social events information, and the output is a dstranked readable and easier to use. This also applies\@rad-OAF
experts with the ability to access their profilesaddition to a profiles databases that are used as semantic webeso The
list of the proposed social events. information from textual sources such as emails hathe
The system sources are shown in the left sidectwhie pages are extracted using gate library as detailéde next
composed of two parts: Web resources for reseachesection. The extraction can be applied on the &xtarts in
information and Web pages for social events’ infation. The the social networks sites, in addition to advargag&en from
Web pages are chosen through a search enginethsingiery the graph information of these sites. Finally, thdraction
depending on the user request. In regard to thearelsers’ from videos and images databases (e.g. flicker \dddo
Web resources, it is composed of several typeswtss: lectures) is divided on two parts, extraction froratadata and
1) Publications: Paper for researcher, which are dtdne extraction from images content.
several databases (e.g. DBLP, CiteSeer and GoogleThe second block applies the correlation betwedraeted

Scholar). information according to several rules that indisatthe
2) Emails: Public collection of emails that show thepriority of each source. In addition to other ruld#sat
interaction between researchers. determine the likelihood of any information througpecific

3) Home pages and projects: Distributed homes pages ftharacteristics and rules for comparison betweegretitére
researchers on the Web, as well as the projecessghagt information from multiple sources. And then the idation

show information for researchers and projects. comes to validate the relevancy of the correlatgdrimation
4) Videos and images: Videos and images that show the the ontologies’ components (concepts, properges!
activities of researchers (e.qg. lectures and cenfas). relations). The validation process depends on séveles to
5) Social network activities: Activities and interamis of associate the information to their relevant compise
researchers with their social networks (e.g. Facklamd In the next block, the system saves separatelgaghérmed
twitter). information by correlation and validation as showrfig. 1.
6) Semantic web sources: FOAF profiles and RDF (tsipleln this case the researchers’ information incluslgserts’ local
stores) from the Semantic Web. information, publications, social networks (relasd, as well

as videos and images for their scientific actigiti®n the other

In the middle, the first block applies the process hand, social networks’ information includes hotddalls and
information extraction from the defined sources;omding to touristic sites.
concepts and properties presented by the thredogigs on The final block in the process is the reasonecolputes
the top. Ontology for social events, it presents thlevant researchers’ expertise, taking into account the eexp
properties of desired social events and it is iedeent from propagation from researchers’ ontology and the dasha
two other linked ontologies, one for the researgherclassification from skills ontology as a new meth@h the
information, which includes profiles’ informatiomea different other hand, it use the social events’ informatimindex them
relations with other researchers (researches’ gatfm), and depending to the user request and finally pregmmtrésults
the other includes scientific domains depending tbair through the interface.
relations and hierarchy (skills ontology). Nowe tbrincipal

IV. EXPERIMENTAL SETUP

publications databases are integrated into RKBHRpIO  after this general view of the Framework, we start



implementing the issue of ontology based
extraction by applying relevant methods of extttirom
each source separately to evaluate the resultsgimedeach
source its appropriate degree or coefficient.

The beginning was in the selection of three hetemegus
sources in order to extract different informatimc@rding to a
simple ontology. The information that we want tdragt are:
Personal data (name, address...),
workplace, hobbies, relations with others, photod avents
performed by the user as a conference. It is plestler to
add other information to be extracted using ontpla@nd that
is the aim of this preliminary stage. From whichwi# enrich
the ontology by inferring new constraints (conceptsperties
and relations), and also improving the processfgriing new
rules for correlation and comparison, in additiom the
determination of the relationship between extraetetities.

Practically, Gmail, Facebook and Flickr were theeth
chosen sources to apply the mentioned processt Wwis
download the personal data from the user profiggh this
step we get the information introduced at threéeiht times
and servers, allowing us to compare and validatesed on
several rules. There is other information, suchetsions with
others or events performed by user may not existthen
structured data despite its great importance. phatnpts to
infer and extract them from unstructured data likstructured
text from home pages or emails. For this task, mpelément
an algorithm of extraction from Gmail's text messagising
gate library (Fig. 2).
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Fig. 2 Extraction algorithm from textual documents

The first block presents researchers’ ontology gipirotégé
tool. In the second block, the Java library « J2fle» is used
to extract the different classes of ontology fongsthem in
the extraction. The initialization of the tool “gétis done in
the third block. Gate is a popular tool for infotina
extraction used by scientific communities. It udieguistic
rules and relations to extract scientific inforroatiin form of
triples (Subject, predicate, object). Thereforettie fourth
block, it take a textual document as input (Gmaikxt
message in this case), to begin the process désrgxtraction
through several modules. Starting with Tokenizexsging by
Sentence Splitter, Part Of speech Tagging, Gazéti@mmed-
entity recognition, Coreference resolution, Depewgegraph
and ending with Triples Extraction. After this steype obtain
number of triples, which only part of them relattx the
ontology domain. In the last block, each triple [iSub, Predi,
Object] undergo a validation through an algorithirig( 3),
which is composed of several rules applied progrelss If

graduate ceweBicat

informrmatiothere is a rule consistent with the triple themsitonsidered

relevant to the ontology, else it is discarded.

Triples
[Sub, Pred, Obj]

[Sub] is a
concept

[Sub] is
relatedto a
concept

Create instance and
add in the ontology |°

|

Createa new
property in the
ontology

[Pred] is a
property

[Obj] is
relatedto a
concept

Fig. 3 Validation algorithm

We test this algorithm using corpus taken from eave

homes pages and emails messages. This method esovid

repeated information that has already been exttafriem
other sources, and this enriches the correlationgss. On the
other hand it provides more comprehensive inforomatbut it
does not provide all the desired information. Remnore, we
continue with extracting other kind of documenttsias
photos, in order to extract semantic informatianfrthem.

After the extraction process, the information mustsaved
on relevant database that achieve quick and aecsesrch.
Orient Db database was used for this task as No&(fdbase.
It supports the "Graph databases" and "documeabdags" in
order to save files and triples, and then deplogmtho a
Linked Data System.

Finally, an Interface was performed for presentitg
extracted information from different sources (Fy.
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Fig. 4 Example of our system interface

V.CONCLUSION

In this paper, we have proposed a new approachtofagy
based information extraction from various types \WWEb
resources in order to correlate them and confirrairth



correctness. The scientific domain is a relevargaafor
demonstrating this approach, with the enormous tifiesn of
discarded information along the web. Therefore veeh
described the framework of expert finding systermotlgh
which we aim to validate this proposed approact,@mtinue
with expert and social events ranking processessgsvice to
help conferences’ organizers.

As shown, the last section has described the ingaiation
of the framework in its initial steps, in which vextracted
several researchers’ information from multiple sesr
according to a determined researchers’ ontologg. diftained
results demonstrate the importance of the coroglgtirocess
in confirming the correctness, especially in thesgnce of
repeated information from multiple sources. Thisfemed
information provide robust platform for expert find process.
Therefore the future steps consist of inferring anelsenting
the final form of ontologies and rules for compietithe
extraction process from all defined sources.
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