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Abstract. Visual information retrieval is an emerging domain in the
medical field as it has been in computer vision for more than ten years.
It has the potential to help better managing the rising amount of visual
medical data. One of the most frequent application fields for content–
based medical image retrieval (CBIR) is diagnostic aid. By submitting
an image showing a certain pathology to a CBIR system, the medical ex-
pert can easily find similar cases. A major problem for is the background
surrounding the object in many medical images. System parameters of
the imaging modalities are stored around the images in text as well as
patient name or a logo of the institution. With such noisy input data,
image retrieval often rather finds images where the object appears in
the same area and is surrounded by similar structures. Whereas in spe-
cialised application domains, segmentation can focus the research on a
particular area, PACS–like (Picture Archiving and Communication Sys-
tem) databases containing a large variety of images need a more general
approach. This article describes an algorithm to extract the important
object of the image to reduce the amount of data to be analysed for
CBIR and focuses analysis to the important object. Most current solu-
tions index the entire image without making a difference between object
and background when using varied PACS–like databases or radiology
teaching files. Our requirement is to have a fully automatic algorithm
for object extraction. Medical images have the advantage to normally
have one particular object more or less in the centre of the image. The
database used for evaluating this task is taken from a radiology teach-
ing file called casimage and the retrieval component is an open source
retrieval engine called medGIFT.

1 Introduction

Content–based visual information or image retrieval (CBIR) has been an ex-
tremely active research area in the computer vision and image processing do-
mains [1, 2]. A large number of systems has been developed, mostly research
prototypes [3] but also commercial systems such as IBM’s QBIC [4] or Virage
[5]. The main reason for the development of these systems is the fact that an
ever–growing amount of visual data is produced in many fields, for example with
the availability of digital consumer cameras at low prices, but also with the pos-
sibility to make the visual data accessible on the Internet. The data commonly



analysed includes photographs, graphics, and videos. One typical application of
image retrieval is trademark images [6].

The medical field is no exception to this, and a rising amount of visual data
is being produced [7]. The radiology department of the University Hospitals of
Geneva alone produces currently more than 25, 000 images per day, mostly in
multi–slice tomographic series. The importance of retrieval of medical images
was identified early [8–10] and a large number of projects has started to in-
dex various kinds of medical images [11]. Not all of the projects are analysing
the visual image content, some simply use the accompanying textual informa-
tion for retrieval [12]. This is often called CBIR but should rather be called
context–based retrieval as the text describes the context, in which the image
was taken [13] rather than its content. Very few projects are currently used in
clinical routine. Most projects have been developed as research prototypes but
without a direct link to a need in a clinical application [14, 15]. An example for
a system that was used as a prototype in a clinical setting is Assert that showed
a significant improvement of correct diagnosis when using the system [16, 17],
especially among less experiences radiologists. Another active medical image re-
trieval project is IRMA1 [18, 19], that concentrates on image classification and
the segmentation of medical images for retrieval. An annotated database was
developed in this project and a multi–axial code for image annotation [20].

medGIFT 2, our CBIR tool, extracts mainly local and global features such
as textures (based on Gabor filter responses) and grey level descriptors for the
visual similarity retrieval from our teaching file. It is based on the GNU Image
Finding Tool (GIFT 3) [21] and includes modifications to use a slightly different
feature space. One of the identified problems of retrieval is that a large part of
the images does not contain any important information for retrieval but rather
noise. This noise can be in the form of black areas around the principal object,
but more often in the form of text and logos that occur around a large number of
objects in the images. In this case, the area where the main object appears and
the kind of noise in the image has a significant influence on the retrieval that is
sometimes hindering a good performance. Our goal was to develop a completely
automatic algorithm to reduce this background noise and extract the important
object in the medical images of our database casimage4, a teaching file containing
almost 9000 extremely varied images from several modalities (CT, MRI, PET,
...) as well as photographs and even powerpoint slides. To our knowledge no such
algorithm for the extraction of objects from a large variation of medical images
exists as of yet. Another goal was to have only an extremely small number of
images with too much information being removed from the images, so a rather
conservative approach was taken. Some roughly related algorithms have already
been used in the analysis of images and also videos to identify text regions in

1 http://www.irma-project.org/
2 http://www.sim.hcuge.ch/medgift/
3 http://www.gnu.org/software/gift/
4 http://www.casimage.com/



the visual data [22, 23] but we do not only have to deal with text but with a
large variety of structures that need to be removed.

2 Insight Toolkit

ITK 5 is an open–source (OS) software system for medical image segmentation
and registration. It has been developed since 1999 on initiative of the US National
Library of Medicine (NLM) of the National Institutes of Health (NIH). As an OS
project, ITK is used, debugged, maintained, and upgraded by several developers
around the world. It is composed of a large collection of functions and algorithms
designed specifically for medical images, and particularly for registration and
segmentation tasks. The entire library is implemented in C++ and can be used
on most platforms such as Linux, Mac OS and Windows. The decision to use
ITK was taken because of the quantity of simple manipulation tools and filters
it offers and the amount of medical segmentation research done based on it [24].
This allows us to concentrate on integrating tools rather than reprogramming
and reinventing them. Many medical images are stored in DICOM [25], a complex
standard, and ITK offers to open these images as well as other common standards
such as JPG and GIF, which constitute much of our medical teaching file. ITK
is the standard open source environment for medical image processing at the
moment.

3 Methods Applied

3.1 Functions Used for Background Removal

The algorithm employed assumes that the object to extract has gray levels highly
different from the background. Basically, an edge detection method is used to
find these fast transitions. Several other steps are needed to handle a maximum
of image types and remove some very specific problems that we identified. Much
of the fine tuning was performed based on results on a small subset of images.
Steps for the object extraction are:

– Removal of specific structures (University logo, typical large structures such
as a grey square at the bottom right of images);

– Smoothing;
– Edge detection;
– Removal of small structures;
– Cropping;

The casimage collection that we use [26] presents two main image parts
that interfere with the planned method. Several images contain the logo of the
University hospitals in the upper left corner. Another problem is caused by a gray
level square in the lower right corner (Figure 3). These two structures are too

5 http://www.itk.org/



Fig. 1. Logo of the University Hospitals of Geneva

large to be removed during the foreseen noise cleaning step that well removes
text. For this reason, the logo and the square have to be removed first. The
hospital logo can be seen in Figure 1. It always appears in the upper left area in
roughly the same size, so we cut 90 pixels horizontally and 30 pixels vertically
for further analysis containing mainly the large characters of the logo. Part of
the remaining text next to the logo is removed automatically in the following
steps. To detect whether there is a logo in the upper left corner two criteria were
defined. First, the number of white pixels in this area has to be in a certain
range (350–400 pixels) and an erosion with a structuring element of size 1 has to
eliminate all white pixels. The second criterion is based on a specific aspect of
the logo: it is composed of fine horizontal lines. Thus, the erosion with a one pixel
radius structuring element is highly destructive. If the two criteria are positive,
the logo is removed by filling the region in black.

(a) (b) (c) (d) (e)

Fig. 2. The steps of the removal process: (a) thresholding for logo and grey square
removal, (b) logo and gray square removed, (c) median filtering for smoothing and
removal of small structures, (d) edge detection (e) thresholding.

Gray squares (see Figure 3, first image, bottom right) also appear in many
images. To remove them, the lower right area is thresholded to select only very
light pixels. The resulting binary image is eroded then dilated to eliminate small
objects. If a square object is remaining, it is the gray square. This binary image
is used as a mask to eliminate the square from the original image.



Then, a median filter of size 4 is applied to smooth the image and already
remove many small structures such as part of the text on the black background.
Examples for the results of the various treatment steps can be seen in Figure 2.

Fig. 3. Result of the algorithm on a CT scan and a scintigraphy image.

The edge detection filter has as a consequence a weaker response and only
the main structures will remain. A GradiantMagnitudeImageFilter edge de-
tection filter from the itk package is used in this step to detect the structures
in the image. The aim of this structure removal step is to remove structures not
being part of the main object. This can be annotations (patient name, system
parameters, ...) but also simple frames around the image or a ruler. A binary
image is produced by thresholding the result of the edge detection (threshold 5,
5-255 are mapped to 255 the rest to 0). Remaining small objects are removed
by measuring the size of connected components. The size for removing objects
depends on the image size itself. We use a simple cutoff for images having more
than 1000× 1000 pixels where we remove objects up to a size of 300 pixels and
smaller images where we remove objects of a maximum size of 50 pixels. Some
small structures can be part of the main object, so the image is dilated (filter
size 5) and then eroded (filter size 4) before the removal (a closing operation).
This leads to a merging of neighbouring structures, which keeps slightly frag-
mented structures together. Unfortunately this also leads to connecting some
text parts where the characters are fairly close and large. The bounding box of
the result is finally computed, and the output image is created with the part
of the original image contained in the box. The parameter settings of the filters
and for removing connected components were obtained by systematic testing
and trials with several “harder” images. Figure 4 contains some more results of
the object extraction process, where a small part of the images was removed. On
a Pentium IV computer with 2.8 GHz and 1 GB of RAM, the entire extraction
process takes slightly more than 1 second making it feasible for a collection of
9000 images on a simple desktop computer.



Fig. 4. Results on a colour image and a radiograph with small enhancements.

3.2 Encountered Problems

Due to the variety of image types and acquisition systems, our algorithm can
not handle all specific problems. In particular, the text part in images can be
too large or too dense to be considered as noise (see Figure 5). Another problem
can occur in CT scans, when the patient support under the patient appears on
the image and is considered as part of the main object (Figure 6).

Fig. 5. Images where the text is not recognised and as a consequence not removed.

4 Results

4.1 Extraction Results

To evaluate the accuracy of the extraction algorithm, a subset of 500 medical
images from the 9000–image collection was randomly extracted from the casim-

age database and the algorithm was executed on these images. Then, each result
was rated with respect to extraction quality. To simplify this task, a visual PHP
interface was built that presents each extracted object next to its corresponding
original image. It allows the validator to classify the result into one of these four
quality classes:

1. Class 1: The object is extracted as wanted.



Fig. 6. In these CTs, the structure under the body is too important to be discarded.

2. Class 2: The image is fine but no work was needed.
3. Class 3: The result contains the object, but some background remains.
4. Class 4: Parts of the object are lost.

The 500 results were classified into these four categories by one validator familiar
with the database. An optimal result was achieved for 389 images (204 in class
1 and 185 in class 2). For 105 images, parts of the text or background could not
be removed, with most of the images having at least part of the background re-
moved, so quality is at least better than before, although not perfectly satisfying.
Six images have too much of the image being removed in error.

Fig. 7. Structures on these two images are too fine and taken for noise.

Of these, two are not medical images but drawings and text (Figure 7).
Part of the fine structures was removed in these images. The quantity of lost
information is negligible for three of the other four images (Figure 8). Only
one image has a serious loss due to the object extraction but even this image
contains all diagnostically relevant image information. It can clearly be seen that
the algorithm has some problems with very slow changes in the images as the
contrast of the main object is not marked enough for edge detection.

For our goal of CBIR, it is important to eliminate or reduce the amount of
useless information but not lose any important parts of the images for retrieval.



Fig. 8. The four other images where too much was removed.

The results have to be evaluated in terms of improvement and deterioration.
Classes 1 and 3 constitute an improvement of the image for content–based image
retrieval (about 60% of the images), and class 4 which contains around 1% of
the images is a deterioration of the images. For about 39% of the images, the
object extraction was not necessary.

An analysis of the number of removed pixels per image on the entire 9000–
image dataset shows that 3000 images have more than 10% of the pixels removed,
1600 images more than 20% and 500 images even more than 50% of the pixels.
This shows the large amount of data that could be removed in a simple object
extraction algorithm.

4.2 A simple improvement

To improve the results of our system on the images of class 3, we ran our algo-
rithm a second time on all the already segmented images. We regarded this step
as a necessary trial because some images contained a manually introduced border
plus the actual image background. The majority of the images stayed unchanged
but results were much better for 11 images among the 500 images observed. On
the images of the class 1 and 2, no change appeared, but 2 images of class 4
present worse results. These two images are the text fragment and the thoracic
radiograph shown beforehand. An analysis of the second step of segmentation
shows that in 90% of the images less than 10% of the pixels were removed in
this second step. Still, it also shows that more parts of the background could be
removed by simply applying the same algorithm twice.



4.3 Retrieval results

The entire casimage database in its original form as well as after a simple segmen-
tation and after running the segmentation twice were indexed using medGIFT.
medGIFT first scales the images to 256×256 pixels and then indexes them with
the following feature groups:

– a global colour and gray level histogram;
– local gray level information by partitioning the image successively four times

into four subregions and taking the mode colour of each region as feature;
– a global histogram of Gabor filter responses (4 directions, 3 scales and 10

strengths for quantisation);
– local Gabor filter responses within the entire images in blocks of size 16.

To compare the features, a frequency–based weighting similar to the text re-
trieval tf/idf weighting is used (see [21] for more details):

feature weightj =
1

N

N
∑

i=1

(

tfij · Ri

)

· log2

(

1

cfj

)

, (1)

where tf is the term frequency of a feature, cf the collection frequency, j a feature

number, q corresponds to a query with i = 1..N input images, and Ri is the
relevance of an input image i within the range [−1; 1].

Subjective impressions when using the system show an important improve-
ment in retrieval quality. A few queries deliver worse results in a first step, but
much better results once feedback is applied. Figure 9 shows a retrieval result
without the use of feedback using a single image as query, and Figure 10 shows
a result after one step of feedback for the same image once on the segmented
and once on the non–segmented database.

Besides the subjective evaluation of the retrieval results, we also used the
query topics and relevance judgements that were created in the ImageCLEF 6

competition [27, 28] for retrieval and compared them with the medGIFT base
system. This competition created 26 query topics that contain one example image
per topic, only, and no text. The lead measure for the competition is the mean
average precision (MAP) that is used in most text retrieval benchmarking events
such as TREC (Text REtrieval Conference) and CLEF (Cross Language Evalu-
ation Forum). This measure is averaged over all 26 query topics. The medGIFT

system has a MAP of 0.3757 and was among the three best visual systems in
the competition. The results for the segmented database are slightly surprising
as they do not appear to be better but rather slightly worse (MAP 0.3562). We
also tried out two more configurations of grey levels and Gabor filters. Using 8
grey levels instead of 4 and 8 directions for the Gabor filters leads to even worth
results (MAP 0.3350). When using 8 grey levels but the same Gabor filters, the
results are even slightly worth than the latter (MAP 0.3322). The second run
of the segmentation lead to very similar results (MAP 0.3515). This surprising

6 http://ir.shef.ac.uk/imageclef/



Fig. 9. Comparison of retrieval results without user feedback.

result can partly be explained with several effects that are due to the way the
groundtruth is being produced after the CLEF submissions. As only part of
the database (a ground truth pool) is controlled for the ground truthing, sys-
tems with very differing techniques have a disadvantage [29], even more so if not
included into the pool before the ground truthing [30], which was the case as
this technique did not participate at the actual competition. We discovered that
some of the images found to be relevant with the algorithm do not appear in the
relevance set as in the competition no other system retrieved these images at a
high enough position to be included into the pool.

Another problem is the loss of shape information when cutting off directly
next to the object. Leaving a few background pixels around the object might
improve retrieval as artifacts of the Gabor filters are reduced and more shape
information is available in this case.



Fig. 10. Comparison of retrieval results with one step of user feedback.

5 Conclusions

In image retrieval systems for specialised medical domains, image segmentation
can focus the search very precisely. Retrieval in broad, PACS–like databases
needs different algorithms to extract the most important parts of the image for
indexing and retrieval. We present such an algorithm that works completely au-
tomatic and quickly, and as a consequence can be applied to very large databases
such as teaching files or even entire PACS systems. Some of the recognised prob-
lems might be particular for our setting but they will appear in a similar fashion
in other teaching files. The particular problems will need to be detected for any
other collection.

Our solution is optimised to have very few images where too much is cut off
as this could prevent images from being retrieved. This fact leads to a larger
number of images where part of the background remains. We need to work on
removing these missed parts as well while keeping the number of images with



too much being removed low. One idea is to not only use the properties of text
for removal but to really recognise text boxes entirely and remove them from
the images. Maybe, together with OCR (optical character recognition) it might
be possible to even use the obtained textual data to improve retrieval quality.

We also plan to participate in the 2005 ImageCLEF competition so our sys-
tem is taken into account for the ground truthing and results become better
comparable with the other techniques used. We also need to find out whether
we cut off too much around the objects for retrieval and we should rather leave
a few pixels around the objects so our shape detectors work better on the object
form. Data reduction for general medical image retrieval is necessary and our al-
gorithm is one step towards a more intelligent indexing of general medical image
databases removing part of the noise surrounding the objects in the images.
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