
The medGIFT project on medical image retrieval
Henning Müller, Christian Lovis, Antoine Geissbühler

University and Hospitals of Geneva, Service of Medical Informatics, 24 Rue Micheli-du-Crest, Geneva, Switzerland
Email: henning.mueller@sim.hcuge.ch

Abstract— Medical images are an essential part of diagnostics
and treatment planning. The variety of images produced and
the amount are rising constantly. Digital radiology has also
brought new possibilities for the use of medical images several
contexts. In fields such as evidence–based medicine or case–based
reasoning medical image data can play a prominent role if tools
are available to ease access to images and the accompanying
textual data. Retrieval algorithms need to meet the information
need of the users at a certain time. The right information needs
to be accessible to the right persons at the right time.

The medGIFT project described in this paper includes several
axes around the retrieval of medical images from a variety of
databases and image kinds as well as for several applications.
The framework is based around the open source image retrieval
tool GIFT (GNU Image Finding Tool) and adds tools to this
environment to create a system adapted for the domain–specific
needs in medical image retrieval. These tools include the prepro-
cessing of images for better retrieval, through the extraction of
the main object or even through segmentation in specialised fields
such as lung image retrieval. The combination and integration
of GIFT with tools for text retrieval such as Lucene and EasyIR
are other applications. Another strong point of GIFT is the
creation of an infrastructure for image retrieval evaluation. The
ImageCLEFmed benchmark is a result of the project and the
outcome does not only help locally but is accessible for many
research groups on all continents. These axes and the goals behind
current developments are described in this paper.

I. INTRODUCTION

Production and availability of digital images is rising in
all domains and as a consequence the retrieval of images by
visual means has been one of the most active research areas
in the fields of image processing and information retrieval
over the past ten to fifteen years [1–3]. Goal is most often
to retrieve images based on the visual content, only, to allow
navigation even in poorly or non–annotated databases. Most
systems use simple low–level features such as the image
layout, shape, color, and texture features [4]. Newer systems
add segmentation in often limited domains and try to match
visual features and keywords to attach semantic meaning to
images [5]. Still, it becomes clear that visual features can only
satisfy part of the information need of users. Text is still the
method of choice for most queries, especially as a starting
point, whereas visual browsing can be important to refine the
first results found or specific needs (“Show me chest x-rays
looking similar to tuberculosis but have a different diagnosis”).

In the medical domain, the need to index and retrieve images
has been defined early [6–9] and a variety of applications has
been developed for general image classification [10] as well as
for aiding diagnostics [11]. Unfortunately, most of the projects
are rather distant from clinical routine [12] and unrealistic

assumptions are taken into account such as the indexation of
an entire PACS [13] (Note: the Geneva radiology currently
produces over 30.000 images a day and has millions stored in
the PACS). Overviews of applications in the medical image
retrieval domain can be found in [14, 15].

Many of the problems of image retrieval in the medical
domain are linked to a distance between medical divisions
and the computer sciences departments that most systems
are developed in. Thus, little is often known about the use
of images in a clinical settings and few of the applications
work on realistically sized databases or are integrated and
usable in a clinical context. Another problem is the lack
of evaluation of research prototypes. Often extremely small
datasets are used and settings are made to fit the system rather
than the other way around. Evaluation of several systems
on the same datasets has not been performed before the
ImageCLEF initiative. The medGIFT project is trying to attack
these problems and develop an open source framework of
reusable components for a variety of medical applications
to foster resource sharing and avoid costly redevelopment.
A survey has been done to find out real user needs and an
evaluation resource has been created in the framework of
the ImageCLEF retrieval campaign, so research groups can
compare their algorithms based on the same datasets and on
realistic topics. The different axes for these developments will
be described in the following chapters.

II. AN IMAGE RETRIEVAL FRAMEWORK

MedGIFT is strongly based on the GNU Image Finding
tool (GIFT1) as its central piece. Main developments are on
the integration of various new components around GIFT to
create a domain–specific search and navigation tool.

A. GIFT/MRML

GIFT is the outcome of the Viper2 project of the University
of Geneva [16]. It is a retrieval engine and encompassing
framework for the retrieval of images by their visual content
only. Several simple scripts allow to index entire directory
trees, execute queries by a command line tool and generate
inverted files. The visual features used are meant for color
photography and include a simple color histogram as well as
color blocks in various areas of the images and at several
scales. Most interesting part of GIFT is the use of techniques
well known from text retrieval. The features are quantised into
bins so their distribution corresponds almost to the distribution

1http://www.gnu.org/software/gift/
2http://viper.unige.ch/



of words in texts. Then, frequency–based weights similar
to typical tf/idf weightings are used [17]. To allow for an
efficient feature access, an inverted file structure is used and
pruning methods are implemented [18]. This allows interactive
querying with response times under one second on normal
Pentium IV desktops even if the database is larger than 50.000
images. This means that the feature space is extremely large
with over 80.000 possible features. Usually, an image contains
between 1000 and 2000 features. As GIFT uses ImageMagick
to convert images, also medical DICOM images can be used
for indexing without any changes to the code.

To separate the actual query engine from a user interface,
the Multimedia Retrieval Markup Language (MRML3) was
developed. This query language is based on direct commu-
nication of search engine and interface via sockets and eases
a variety of applications such as meta–search engines and also
the integration of a retrieval tool into a variety of environments
and applications. The entire communication is based on the
XML standard, which allows for quick development of tools.
MRML also serves as a language to store log files of user
interaction. This information can be used to improve the query
performance by long–term learning from user behaviour [19].
Main goal of the framework is to avoid the redevelopment of
an entire system by being able to use the base components
and just work on parts that changes are needed for.

B. User interfaces

As medGIFT is a domain–specific search tool, the user
interface has different requirements from other domains. One
important part is the display of not only thumbnail images
for the browsing but also the text of the diagnosis. Whereas
a holiday picture might bear enough information without text,
for medical images this text is absolutely necessary. For further
analysis much more than just a few keywords are needed
because the images themselves out of the context do not seem
to be extremely useful. Thus, our interface is integrated with
a medical case database developed at the University Hospitals
of Geneva called Casimage4 [20]. Most teaching files such
as Casimage or myPACS5 have similar simple interfaces. This
means that a number of images are stored together with an
ordered description of a case. On the other hand, not much
control is being performed on the quality of the text entered
which results in records of extremely varying quality with
several being empty and other containing spelling errors and
non–standard abbreviations.

Figure 1 shows a typical web interface after a query
was executed. The query results are displayed ordered by
their visual similarity to the query, with a similarity score
shown underneath the images. The diagnosis is also shown
underneath the images. A click on the image links with the
case database system and allows to access the full-size images.

Images are addressed via URL and it is thus possible to
submit any accessible URL directly as query. Images will be

3http://www.mrml.net/
4http://www.casimage.com/
5http://www.mypacs.net/

Fig. 1. A screen shot of a typical web interface for medical image retrieval
system allowing query by example(s) with the diagnosis underneath the image.

downloaded, features extracted for the query, and a thumbnail
will be stored locally for display in the interface. The same
thing occurs for images from a local disk that can be submitted
directly. This system allows for an easy access to a closed
image database for basically all applications in the hospital.

C. Features, weightings, mix of visual and textual retrieval

For the ease of processing all images are first converted to
256x256 pixels. Then, GIFT relies on four main groups of
features for retrieval:

• global color features in the form of a color histogram in
HSV space (Hue=18, Saturation=3, Value=3, Gray=4);

• local color features in the form of the mode color of
blocks in various sizes and various regions by succes-
sively dividing the image into four equally–sized regions;

• global texture features in the form of a Gabor filter
histogram using four directions, and three scales. The
filter responses are quantised into 10 bins;

• local Gabor filter responses
Gabor filter responses have often shown their good perfor-
mance for texture characterisation [21]. Equally the HSV color
space has proven to be closer to human perception that spaces
such as RGB and it still is easy to calculate [22]. For the
medical domain grey levels and textures are more important
than the color features that perform best on stock–photography.
Thus, the medGIFT system uses several configurations of
Gabor filters and a higher number of grey levels. Surprisingly
small numbers of grey (8-16) lead to best retrieval results.

Two different weightings are used for the four feature
groups. The two global histogram features are weighted ac-
cording to a simple histogram intersection [23]. The two block
feature groups that represent around 80% of the features are
weighted according to a simple tf/idf weighting:
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where tf is the term frequency of a feature, cf the collection
frequency of a feature, j a feature number, q corresponds to
a query with i = 1..N input images, and Ri is the relevance
of an input image i within the range [−1; 1].

Then a score is assigned to a possible result image k with
query q containing features 1..j:

scorekq =
∑

j

(

feature weightj
)

, (2)

Scores are calculated for all four feature groups separately
and then added in a normalised way, which leads to better
results than a simple addition [18].

In connection with easyIR 6 the combination of visual
and textual features was attempted in the ImageCLEF 2004
competition [24]. Results were the best in the competition with
relevance feedback and second best for automatic retrieval.
The results are simply normalised separately and then added.

D. Image pre–treatment

Low–level image features have their problems in effective
retrieval of images but other problems seem to be even more
important for medical images. Normally, a medical image
contains one distinct entity as the images are taken with a
very specific goal in mind and under always similar conditions.
Problems are the varying machines and settings used and the
background information that sometimes contains information
on the image taken but can be regarded as noise with respect
to visual retrieval.

1) lung segmentation: High–resolution lung CT retrieval is
one of the few domains that have been applied in a real clinical
setting with success [25]. Still, all current solutions require the
medical doctor to annotate the image before a classification of
the tissue is made and concentrate on a very restricted number
of pathologic tissue textures, only. The first and most important
question is actually whether the tissue is normal (healthy) or
not. For this, it is important to concentrate retrieval on the lung
tissue itself, which is a problem with existing solutions [26,
27]. We implemented and optimised the algorithm to work
on JPEG as well as DICOM images [28]. The results are
satisfying (see Figure 2, 80% in classes 1,2) and we could
well index the resulting lung parts for further retrieval.

2) Object extraction: As many sorts of medical images
are taken with the precise goal to represent a single object,
the goal is to extract the object and remove all background
unnecessary for retrieval [29]. Some typical images from our
database are shown in Figure 3. The removal is mainly done
through a removal of specific structures followed by a low
pass filter (median) followed by thresholding and a removal
of small unconnected objects. After the object extraction phase
much of the background is removed and only very few images
had too much being removed. Figure 4 shows the results of
three images. Some background structures were too big to be
removed but the goal was clearly to have as few images as
possible with too much removed and this was reached.

6http://lithwww.epfl.ch/˜ruch/softs/softs.html

(a) (b)

(c) (d)

Fig. 2. Four classes of lung segmentation: (a) good segmentation, (b) small
parts missing, (c) large parts missing or fractured, (d) segmentation failed
(right lung missing in this case).

Fig. 3. Images before the removal of logos and text.

The retrieval stage shows that subjectively the results get
much better and much more focused, especially with the use of
relevance feedback. Still, on the ImageCLEF 2004 dataset, the
results were actually slightly worse. Part of this can be related
to the fact that the system was not part of the pooling before
the ground truthing and the technique brings up unjudged but
relevant images, which can influence results [30]. Another
reason is the missing outline between the object and the
background that can well be detected by the Gabor filters.
Adding a few lines of background might improve results.

III. IMAGE CLASSIFICATION/FEATURE CLASSIFICATION

Image classification is strongly related to image retrieval but
takes into account learning data to classify images into several
well-defined classes based on usually visual features [31].
In the ImageCLEF 2005 competition, a visual classification
based on the IRMA7 dataset was started. The dataset contains
9000 training images representing 57 classes. Then, 1000

7http://www.irma-project.org/



Fig. 4. Images after the removal of logos and text.

images had to be classified correctly into these 57 classes.
Due to considerable time constraints, no learning could be
performed on the data for our submission. A simple nearest
neighbour (NN) algorithm was performed based on simple
retrieval results with GIFT, adding the scores of the first
N=1,5,10 images and taken the class with the highest score
as result. Despite the fact that no training data was used, the
classification rate of the best configuration was 79.4%, using
8 grey levels and 8 directions of the Gabor filters. Taking
into account learning information on these classes in a way
explained in [19] can strongly improve these results. Without
learning the GIFT system had the 6th best performance with
only 3 of 12 groups obtaining better results.

Another classification project has been started on the clas-
sification of lung CT textures into classes of visual observa-
tions [32]. In this project, the lung tissue is fist segmented
from the rest of the CT scan. Then, the tissue is separated
into smaller blocks and each of the blocks is classified into
one class of visual observation such as healthy tissue, micro
nodules, macro nodules, emphysema, etc. The system works
completely automatic and goal is to highlight abnormal regions
in a lung CT automatically. The current system is based on a
small set of learning data using 12 CT series and 112 regions
annotated by a radiologist. The classification between healthy
and pathologic tissue has an accuracy of over 80% with a
nearest–neighbour strategy and over 90% using Support Vector
Machines (SVM). Part of the errors can be explained with
tissue not being annotated exactly. This means that blocks
that are annotated as emphysema are actually right next to
an emphysema but are in fact healthy tissue (see Figure 5).

Fig. 5. An example for an annotated region of the Emphysema class, where
healthy tissue is marked as well.

For the classification into several classes of visual obser-
vations, another problem becomes apparent, the extremely
unbalanced training data set. Only healthy tissue, emphysema
and micro nodules have a sufficiently large percentage in the
training data, and these classes perform much better than
classes with only one or two example blocks. An overall
classification quality of around 83% has been achieved.

Some of the open source tools used for this include Weka8,
the insight toolkit itk9 and svmlib.

IV. IMAGE RETRIEVAL EVALUATION

Much has been written on retrieval evaluation [33, 34] but
most of the efforts such as the Benchathlon10 did not result in
systems being compared. There are only few articles on the
use of images in a particular domain and how users would
like to access and search for them.

A. Survey on image use in the medical field

Images are used in many domains in increasing quantities.
Digital images have started to offer new search and usage
paradigms as they are accessible directly to the user and search
can be performed without the necessity for perfect keywords
through visual search. A few research groups have actually
conducted surveys on the use of images for journalists [35]
and in other domains such as libraries or cultural heritage
institutions [1]. In the medical domain, to our knowledge
no study on image use and searching habits has been per-
formed as of yet, only studies on general information retrieval
[36]. Thus we initiated a survey of medical image users at
two institutions, the Oregon Health and Science University
(OHSU) and the Geneva University Hospitals including over
30 persons. Clinicians as well as researchers, lecturers, stu-
dents and librarians were asked on their habits using images,
the sorts of images concerned, and the tasks they search for.
Another question includes the search methods that they wanted
to access images to support their particular tasks. The results
are planned to be published when the surveys are finished.
First results suggest that there is a strong need to search for
images from certified resources. Several people stated to use
google to search for images for teaching or to illustrate articles
but have sometimes problems figuring out the copyright or
the validity for images. To support clinical use, the support
of similar cases was suggested to be extremely important as
well as the search for pathologies in the electronic patient
record. The need to classify images by anatomic region and
modality were also given as examples for a need. First results
of this study have been used to create topics for the 2005
ImageCLEFmed competition.

B. ImageCLEFmed

ImageCLEF is part of the Cross Language Evaluation
Forum (CLEF11) that evaluates the retrieval of documents in

8http://www.cs.waikato.ac.nz/˜ml/weka/
9http://www.itk.org/
10http://www.benchathlon.net/
11http://www.clef-campaign.org/



multilingual contexts. This means that the collections can be
multilingual, or the query and the document collection are
in different languages. In 2003, an image retrieval task was
added called ImageCLEF12 using mainly grey scale images
and English annotation with query topics being in several
languages. In 2004, a visual task from the medical domain
was added [37, 38] and participation increased from 4 groups
in 2003 to 18 groups in 2004. The database of the medical task
is a freely available database of the Casimage project and the
task was organised by the medGIFT group. The query consists
of an image only but text was available through automatic
query expansion. Outcome is that visual features can enhance
the quality of retrieval if used in combination with text.

In 2005, two medical13 tasks were organised within Image-
CLEF, one image classification task (see section III) and an
image retrieval task based on a larger database containing over
50.000 images. Part of the database are the Casimage dataset
that contains almost 9.000 images of 2.000 cases [20, 37].
Images present in the data set include mostly radiology, but
also photographs, powerpoint slides and illustrations. Cases are
mainly in French, with around 20% being in English. We were
also allowed to use PEIR14 (Pathology Education Instructional
Resource) with annotation from the HEAL15 project (Health
Education Assets Library, mainly pathology images [39]). This
dataset contains over 33.000 images with English annotation
in XML per image and not per case as Casimage. The nuclear
medicine database of MIR, the Mallinkrodt Institute of Radi-
ology16 [40], was also made available to us for ImageCLEF.
This dataset contains over 2.000 images mainly from nuclear
medicine with annotations per case in English. Finally, the
PathoPic17 collection (Pathology images [41]) was included. It
contains 9.000 images with an extensive annotation per image
in German. Part of the German annotation is translated into
English. The topics are based on the survey conducted and are
closer to clinical reality than the topics of the 2004 task.

In 2005, over 30 groups registered for ImageCLEF and
over 20 groups submitted results to one of the four tasks. The
evaluation of the submissions is currently being performed.

V. CONCLUSIONS AND FUTURE IDEAS

In conclusion it can be said that medGIFT is not a project on
a single subject but it is rather a project encompassing a variety
of subjects around medical image retrieval trying to develop a
better understanding of medical imaging tasks and image use
in the medical domain. Many of the sub–projects have just
started and further results are expected. Goal is to use wherever
possible existing open source software and solutions to keep
development costs low. An integral part of the project is the
creation of an evaluation framework for medical retrieval that
is anchored in the ImageCLEFmed tasks. This project gives

12http://ir.shef.ac.uk/imageclef/
13http://ir.ohsu.edu/image/
14http://peir.path.uab.edu/
15http://www.healcentral.com/
16http://gamma.wustl.edu/home.html
17http://alf3.urz.unibas.ch/pathopic/intro.htm

research groups without the contact to a medical institution the
possibility to work on real medical data and realistic tasks with
the goal to create applications usable in a clinical environment.
To develop these tasks, surveys and the contact to medical
practitioners are extremely important

Although many of the currently developed prototypes are
not usable in a clinical setting, much of the knowledge can
be reused for these applications and many ideas are actually
evolving while developing these prototypes. One of the ideas
for an easy integration of the image retrieval interface into
existing clinical applications is the use of a harvesting algo-
rithm of images from a calling web page. This means that a
simple box is added to a web page to call an interface that
automatically copies the images from the calling page to a
local directory connects to a GIFT server and then allows to
choose among the harvested images those relevant for a query
task.

Another automatic application is the use of a DICOM
header control program. As DICOM headers often show a
large number of errors [42], all images from the PACS can
be controlled against a reference dataset and images where
problems are suspected can be sorted out for a manual
correction of a proposed new header information.

For the classification of lung tissue several extensions are
foreseen. Lung tissue in the same area can contain several
diseases or visual observations so this needs to be included
into the classification, creating the need for classifiers for each
diagnosis against all other diagnoses. This leads to SVM, that
also perform well on unbalanced datasets, which is also the
case of the lung CT blocks.

Much still needs to be done in the field of visual medical
information management and much needs to be learned about
the need of medical practitioners. Only if applications are
useful and applicable in a real setting, they will be used.
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