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ABSTRACT

We report on the development of an innovative system
which can automatically recognize home appliances based
on their electric consumption profiles. The purpose of our
system is to apply adequate rules to control electric appli-
ance in order to save energy and money. The novelty of
our approach is in the use of plug-based low-end sensors
that measure the electric consumption at low frequency,
typically every 10 seconds. Another novelty is the use of
machine learning approaches to perform the classification
of the appliances. In this paper, we present the system
architecture, the data acquisition protocol and the evalu-
ation framework. More details are also given on the fea-
ture extraction and classification models being used. The
evaluation showed promising results with a correct rate of
identification of 85%.

Index Terms— Signal processing, machine learning
algorithms, power system analysis computing, energy
consumption, energy efficiency, sustainable development

1. INTRODUCTION

Pushed by a growing trend of energy prices, by political
objectives or by personal convictions, citizens are looking
for solutions to reduce their environmental impacts. The
energy bill due to house heating and use of electric appli-
ance is an important area of progress in this domain. For
example, recent studies have demonstrated that a continu-
ous information feedback and fine-tuned automated man-
agement of the equipments in houses would allow for a
reduction of the energy bill of 15% up to 30% [1, 2]. Such
solutions, however, remain expensive and complex to con-
figure.

Managing the electricity consumption in habitations
and offices is a rather recent topic. The planned introduc-
tion of smart meters in our homes and the market avail-
ability for plug-based energy monitoring devices are push-
ing in this direction. Recent publications in the domain
report on several mobile and web-based energy monitor-
ing systems aiming at providing pertinent information to
the user [3, 4]. With such system, the user needs to install
monitoring systems on the plugs and to manually label
the associated appliances. Finally, the user can visualize
the consumption per appliance category and may perform
optimization by activating or programming control rules.
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For example, a rule could be to switch on all charging ap-
pliances during night time when the electricity is cheaper.
Within this project, we propose an innovative system
which can automatically recognize home appliances based
on their electric consumption profiles. The installation
of energy monitoring systems would then be much eas-
ier. Furthermore, control rules could be automatically pro-
posed to the user by knowing the type of appliances. The
technology could also find other applications such as the
detection of defects, the localization of appliances in of-
fices or hospitals, or the recognition of abnormal use of
appliances (intrusion detection or elderly surveillance).

A specificity of our development is also to use hard-
ware and software solutions that are as economic as pos-
sible, not only in terms of their costs but also in terms of
their energy consumption. This specificity directed us to
use low-end smart outlets called PLOGGs for measuring
electric consumption signals [5]. Such devices measure
diverse parameters of the electricity consumption every
few seconds and are able to communicate it to a small-
footprint mini-pc for processing.

In this paper, we show that machine learning tech-
niques can be used to perform appliance recognition. Such
techniques are very useful in this context thanks to their
capability to learn models from data and to generalize
the recognition on unseen appliances. Beside the soft-
ware and hardware integration, a challenging part of the
project was the settling of a data acquisition protocol that
allowed us to tune and to benchmark the performances of
the algorithms. As very few work have been developed
in this area, another challenge was to develop meaning-
ful and performant feature extraction on top of which the
machine learning algorithms could be developed.

This paper is organized as follows. Section 2 gives
an overview of the related work. Section 3 gives a de-
scription of our system. Section 4 gives details about the
data acquisition protocol and campaign. In section 5, we
describe the k-NN and GMM algorithms we used to per-
form the appliance recognition. Finally, in section 6, we
present and discuss the preliminary results.

2. RELATED WORK

In the domain of electric signal analysis and appliance
recognition, we can distinguish between two approaches
according to the frequency of the energy measurements.



The first approach, that we can qualify as high frequency,
is based on the analysis of transient signatures appearing
when appliances are, typically, switched on or off. Expen-
sive high-sampling frequency sensors are requested and
problems of sensitivity to the noise of other appliances are
usually reported. The second approach, called here low-
frequency, is based on the analysis of the short to medium
term evolution of the electricity consumption, from few
seconds to few minutes. This approach is based on the use
of rather inexpensive sensors working at a low-sampling
frequency, typically working around 1 Hz. Another way
to categorize the related works is to consider the loca-
tion of the sensors. Some approaches are based on smart-
meters located at the entry point of the house and measur-
ing the overall electricity consumption. Appliance recog-
nition at the smart-meter generally suffers of imprecision
due to the inherent problem of summation of consump-
tion signals of the different appliances. Other approaches
are using inexpensive smart-outlets potentially integrated
in each plugs in the house and able to communicate their
measurements remotely. An example of such smart outlet
is given in Fig. 1. Intermediary approaches do exist where
the sensors are located in between the smart-meters and
the plugs, for example at the electrical distribution board.
Our work is positioned in the domain of low-frequency
electric signal analysis using smart-outlets, where very
few work as yet been reported for the task of automatic
appliance recognition.

According to this classification, some related projects
can still be referenced. Ruzzelli et al. elaborated a system
called RECAP (RECognition of electrical Appliances and
Profiling in real-time), which uses a single sensor attached
to the smart-meter to recognize appliances with artificial
neural networks [6]. Lee, Lin et al. used a Bayes filter
approach to recognize the state of use of appliances by
monitoring the circuit-level electrical consumption from
the distribution board in a house [7, 8]. Lee, Fung et
al. observed and analyzed appliance signatures in vari-
ous operating modes [9]. Leeb et al. developed a system
identifying the operation of individual loads using tran-
sient patterns observed in the voltage waveform measured
at an electric service outlet [10]. Patel et al. used a sin-
gle sensor able to detect some electrical events generated
by the abrupt switching of some appliances or the noise
created by others while running. Then they applied ma-
chine learning techniques on those electrical events to rec-
ognize various appliances. [11]. Durand et al. developed
a method based on hidden Markov chains for modeling
and analyzing electric consumption curves [12]. Marceau
and Zmeurneau elaborated a computer program for non-
intrusive disaggregation of the total electricity consump-
tion of a house [13].

3. SYSTEM DESCRIPTION

In this section, we give a description of the architecture
of our system and we present the appliance recognition
module. More details of the recognition algorithms are
given in section 5.
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3.1. Global architecture

Our system is based on a network of PLOGGs [5]. A
PLOGG sensor is able to record a vector of electrical pa-
rameters related to the appliance being monitored. A low
consuming computer (so-called here Green-PC) is then re-
sponsible to collect the acquired data from the PLOGGs
and to store them into a relational database. The commu-
nication between PLOGGs and the computer is based on
ZigBee and, in our case, using a Telegesis ZigBee USB
dongle (see Fig. 1). Among existing wireless technolo-
gies, ZigBee is the cheapest and lowest consuming so-
lution (e.g. compared to Wifi and Bluetooth). In future
work, we plan for using e.g. carrier currents to transport
data from the electrical outlets to the central Green-PC.
The global cost of our system (without the PC) is about
1508 (i.e. about 100$ for a PLOGG sensor, 50$ for a Zig-
Bee USB dongle).

Fig.1. A PLOGG acquisition device and the communica-
tion ZigBee USB dongle

The architecture is illustrated in Fig. 2. The Green-PC
provides a set of RESTful resources exposed as services
that can be consumed by any types of clients, such as a
standard web page or smart-phone application. Examples
of features offered by these services are the data explo-
ration and mining which allow the residents to understand
the electrical consumption in their house. This kind of
feedback potentially leads residents to change their behav-
ior concerning the energy use.

3.2. Appliance recognition module

The appliance recognition module is based on supervised
machine learning techniques. The purpose of this mod-
ule is to recognize the type of appliance (e.g. a laptop, a
coffee machine, etc.). For each appliance class, a stochas-
tic model is built from the observed consumption profiles
of several instances of this class. The overall set of data
used to build the models is called the training set. Once
the training is performed, the recognition module can be
used to generate an hypothesis of the most probable appli-
ance category from unseen data. In this work, we have at-
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Fig. 2. The software architecture of our Green-PC

tempted to provide initial answers to three scientific ques-
tions that were raised in the elaboration of such recogni-
tion modules. A first question is related to the acquisi-
tion length of the electricity measurements, i.e. after how
many seconds or minutes can the system emit a recogni-
tion hypothesis with fair performances. A second ques-
tion is related to the feature extraction and modeling al-
gorithms, i.e. what kind of features should we extract and
what kind of modeling should we use. The third question
is related to the evaluation procedure, i.e. how should we
evaluate the performances of such systems.

4. DATA ACQUISITION

4.1. Campaign and protocol

To evaluate our recognition algorithm, an acquisition cam-
paign was done under certain conditions and protocols.
Because a real-time classification is not necessary for our
system and, as starting point of our investigations, we per-
formed numerous acquisitions for different appliance cat-
egories for a duration of 1 hour per acquisition. Such long
acquisition duration allows to obtain a global view of the
consumption profile for appliances which often consist of
several operating states, e.g. standby, running, etc. Five
categories (classes) of electrical appliances were taken into
consideration: laptop, computer & monitor, phone charger,
coffee machine and fridge/freezer. For each class, six dif-
ferent devices (different brands and models) have been
recorded for a total of 30 acquisitions. The sensors were
configured to provide observation values with a sampling
frequency of 10~! Hz (i.e. one acquisition every 10 sec-
onds). Each observation value is actually a 4 dimensional
vector of electrical parameters including the real power
(W), the reactive power (var), the RMS current (A) and
the phase of voltage relative to current (). Fig. 3 shows
an example of the active power consumption measured
for an appliance of class “laptop”. Note that the reactive
power, as well as the phase of voltage relative to current,
are useful to track appliances which contain inductance
and/or capacitance components, such as a fridge. We took
care that acquisitions were performed under realistic con-
ditions (i.e. when the appliances were actually used). Fi-
nally, we chose to consider only non-overlapping signals.
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Thus, only one appliance is acquired at a time (i.e. only
one single electrical device per smart outlet).

4.2. Dataset

An XML data structure has been designed for storing the
raw observations, some meta-data and the ground truth
values of the appliance categories. The format consists of
the following parts. The header part covers the description
of the dataset, the acquisition campaign, the author who
did the acquisition, the acquisition place, the sensor device
used, and the electrical parameters recorded. The body
part contains the signal values with timestamps for all the
electrical parameters.

5. APPLIANCE RECOGNITION ALGORITHMS

The algorithms used for the appliance classification were
elaborated according to the process schematized in Fig. 4
and described in the following subsections.

5.1. Pre-processing

In our acquisitions, we realized that some acquisition val-
ues were lost or not sent by the sensors. This sometimes
makes holes to appear in the sequence of acquired data. To
recover an uniform sampling of 10~ 1 Hz, we performed a
linear interpolation on the raw signal.

5.2. Feature Extraction

Features are extracted from both temporal and frequency
domains. Each feature is “globally” computed. In other
words, it is extracted on the whole signal (i.e. without us-
ing a sliding window) and separately for the four electrical
parameters. In the temporal domain, the following fea-
tures are extracted: minimum, maximum, mean, median
and standard deviation. A Fast Fourier Transform (FFT)
is computed to deal with features in the frequency domain.
After the transformation, a filter bank is applied in order
to partition the frequency spectrum into several banks rep-
resenting each a limited range of frequency components.
Each bank is implemented as a tent function from which
the average output magnitudes are extracted. Empirically,
we observed that using 20 filters in the bank (i.e. 20 ex-
tracted features) with an overlapping ratio of 20% lead to
good performances. The motivation of this approach was
to complete the temporal features with frequency based
features able to characterize recurrent events like, for ex-
ample, the periodic activation of a fridge compressor.

5.3. Splitting

The whole dataset is split into two disjoint sets, the train-
ing and testing sets by randomly selecting, respectively,
5 and 1 acquisitions per device class. A jack-knife pro-
cedure is also applied to generate all the different combi-
nation of training and testing sets in order to smooth the
evaluation results. Note that the next steps described be-
low (i.e. post-processing, training and classification) are
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Fig. 3. Example of the active power consumption measured for an appliance of class “laptop”

logically recomputed for each combination of the splitting
algorithm.

5.4. Post-processing

At the beginning of this step, a min-max normalization fil-
ter is applied to all feature vectors. All components (i.e.
dimensions) of the vectors are scaled between 0 and 1.
Thus, all features will have the same weight, which will
prevent potential bias that some distance-based classifica-
tion algorithms could typically introduce. A PCA is then
applied to compress and remove the potential correlations
between the features. The eigenvectors with their corre-
sponding eigenvalue are computed by an eigendecompo-
sition of the covariance matrix which characterizes linear
interactions of feature vectors of the training set. Then
the transformation matrix which contains selected eigen-
vectors is used to transform to the new coordinate system
feature vectors of both the training and testing set. In this
procedure, we skip dimensions which contribute for less
than 1% of the variance.

5.5. Training & Classification

We used here two classification algorithms belonging to
two different families. The first one is the k-Nearest Neigh-
bors (k-NN) algorithm, which is one of the most triv-
ial distance-based algorithm for classification. We started
with k-NN because it is a good basis for performance
comparisons with more advanced approaches like GMMs.
This algorithm is based on the computation of the £ near-
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est training vectors in the overall training set and to the
election of the class through majority voting on the labels
of the nearest vectors. In our case, we have defined the
number of neighbors to 3 and used the Euclidean distance
to compute the neighbors.

The second algorithm is based on a Bayesian approach
where stochastic models are used to compute the likeli-
hood of the feature vectors for each class. In our case,
we used Gaussian Mixture Models (GMMs) that are mod-
eled as a a weighted sum of multivariate normal distribu-
tions. Thus, for a particular feature vector X, the proba-
bility conditioned on class wy, is defined as:

p(xlwr) = S5, acd(xpc, o),

where a. is the weight of the component (i.e. Gaussian)
¢, under the constraint that 25:1 a. = 1 and ¢ is the PDF
for the multivariate normal distribution.

A classical iterative Expectation-Maximization algo-
rithm (EM) can be used to train the parameters of the
GMMs, i.e. mean vectors, covariance matrix and weight-
ing coefficients [14].

6. RESULTS AND EVALUATION

For our evaluation, 5 instances of each class have been
used to train the model and the remaining instances com-
posed the testing set. The recognition algorithm was then
applied on all possible combinations of the training set
and the testing set in order to smooth out the evaluation
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Fig. 4. The machine learning process

results. The k-NN algorithm leads to a promising per-
formance of 85% correct recognition rage. Interestingly,
the GMM approach did not lead to better performance.
During our experiments, we made vary different param-
eters of the EM training procedure without being able to
go above 85% correct recognition rate. This result was
even obtained with a de-generated GMM with only 1 mix-
ture in the model. The fact that the classification accuracy
was not better with the GMM is probably due to the small
quantity of data available to train the models.

An analysis of the confusion matrices was performed
with some interesting observations. Sometimes a laptop
was misclassified as computer & monitor and vice-versa,
probably due to the fact that these 2 classes are relatively
close. The same observation was done between the classes
laptop and phone charger that were the most difficult to
separate.

7. CONCLUSION

In this paper, we reported on the development of an in-
novative system able to automatically recognize home ap-
pliances based on their electric consumption profiles mea-
sured at low frequency with low-end sensors available on
the market. The system is based on a typical machine
learning approach were appliance models are learned from
a set of training data. While our results would need to
be validated on larger quantity of data, the initial perfor-
mance are promising with a correct rate of identification
of 85% measured on a task of 5 classes. In the elaboration
of the system, we observed the benefits of performing a
linear interpolation of the raw observations, of comput-
ing both temporal and frequency domain features and of
performing a PCA on the features. Thanks to this feature
extraction, a simple k-NN classification algorithm could
be applied with good evaluation performance. Probably
due to the low quantity of training data, the application of
more complex modeling approaches based on GMMs did
not lead to a significant improvement of the performance.

As future work, we plan to enlarge our database with
more acquisitions and classes in order to go further in our
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experimentations and make our modeling more robust and
accurate. We will also start to investigate how we can
track different operating states of appliances using, for ex-
ample, state-based modeling such as HMMs.
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