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Abstract 

Although increasing numbers and types of biomedical images are available electronically 
and used for diverse purposes, little is known about the actual uses of these images or 
how users search for them.  One way to accelerate the development of image retrieval 
systems might be to develop test collections for use in an image retrieval system 
evaluation.  To develop topics for a real-world test collection, we performed a qualitative 
task analysis of real users from faculty at an academic medical in their roles as 
researchers, clinicians, and educators.  This will guide the development of the test 
collection as well as establish a foundation for further analysis of tasks for which image 
retrieval will be used. 

1 Introduction 
Image retrieval is a poor stepchild to other forms of information retrieval (IR).  Whereas a 
broad spectrum of Internet users, from laypeople to biomedical professionals, perform text 
searching routinely [1], fewer (though a growing number) search for images on a regular 
basis.  While development of image retrieval approaches and systems began as a research 
field 20 years ago, progress has been stalled for multiple reasons.  One problem is the 
inability of image processing algorithms to automatically identify the content of images in the 
manner that information retrieval and extraction systems have been able to do so with text [2].   



A second problem is the lack of robust test collections and realistic query tasks that allow 
comparison of system performance [2, 3]. 
 
The lack of useful test collections is one of the motivations for the ImageCLEF initiative, 
which aims to build test collections for image retrieval research.  ImageCLEF is a part of the 
Cross-Language Evaluation Forum (CLEF, www.clef-campaign.org), a challenge evaluation 
for information retrieval from diverse languages [4].  CLEF itself is an outgrowth of the Text 
Retrieval Conference (TREC, trec.nist.gov), a forum for evaluation of text retrieval IR 
systems.  TREC and CLEF operate on an annual cycle of test collection development and 
distribution, followed by a conference where results are presented and analyzed. 
 
The goals of TREC and CLEF are to build realistic test collections that simulate retrieval 
tasks and enable researchers to assess the performance of their systems and compare their 
results with others [5].  The goal of test collection construction is to assemble a large 
collection of content (documents, images, etc.) that resemble collections used in the real 
world.  Builders of test collections also seek a sample of realistic tasks to serve as topics that 
can be submitted to systems as queries to retrieve content.  The final component of test 
collections is relevance judgments that determine which content is relevant to each topic.  A 
major challenge for test collections is to develop a set of realistic topics that can be judged for 
relevance to the retrieved items.  In the TREC Genomics Track, a part of TREC devoted to 
evaluation document retrieval in the genomics domain, topics were developed based on 
interviews with real-world biomedical researchers [6].  This provided a better fidelity for the 
retrieval task and serves as a basis for the task analysis performed in this work. 
 
Test collections are imperfect, reflecting a trade-off of real-world system use versus 
experimental control [7].  In order for the results of experiments to be reproducible, these 
collections must be static, despite the fact that real-world databases are not.  There are also 
challenges in obtaining content, since many holders of content (e.g., health systems and 
publishers) may be reluctant to allow use of content for various reasons (e.g., privacy and 
economic concerns respectively).  Even with good test collections, experiments using them 
are typically done in “batch” mode, simulating (to various degrees) real users.  Finally, 
another issue is that relevance judges may not agree, with typical values of kappa indicating 
only “fair” (e.g., 0.4-0.6) levels of agreement [6, 8]. 
 
Image retrieval test collections have additional challenges.  One reflects the nature of the 
image retrieval task, in that some systems are designed to handle visual (image-based) 
queries, while others are focused on semantic (text-based) queries [9, 10].  The former queries 
are challenging due to limits in the ability of systems to recognize objects in images, while the 
latter are stymied by the tendency of image interpreters to incorporate varying amounts of 
inference in their assessments, often describing the same feature along a finding-diagnosis 
continuum [11]. 
 
In the ImageCLEF 2004 medical image retrieval task, the retrieval task consisted of finding 
medical images similar to an index image with respect to anatomic region, modality, view 
direction, and radiological protocol [12].  This, of course, is only one type of task for which 



an image retrieval system might be used.  What other tasks image retrieval systems might be 
used for has not been studied systematically.  While a body of informatics research has 
focused on the needs of various users [13, 14], few studies have looked at why or how people 
search for images [15], especially in the biomedical domain.  The goal of the work described 
in this paper is to begin to understand the ways which different biomedical users in their 
various roles (e.g., clinicians, researchers, educators, students, librarians) use images and how 
they would search for them.  An additional motivation for this work is to inform topic 
development for the ImageCLEF medical test collection in 2005 and beyond.  The creation of 
realistic test collections will improve the ability of researchers and developers to build image 
retrieval systems. 

2 Methods 
We undertook a qualitative assessment of image use and retrieval tasks from potential real-
world users.  A qualitative approach was used because we wanted to develop a general 
categorization of image retrieval tasks that would enable us to develop topics for the 
ImageCLEF test collection. 

2.1 Subjects 
The study included a convenience sample of 13 subjects representing a spectrum of 
biomedical professional roles including clinician, researcher, educator, librarian, and student.  
Subjects were recruited from the staff of an academic medical center through personal 
contacts and referral by other subjects. 

2.2 Data Collection 
For each role the interviewee had, we used a semi-structured interview consisting of a series 
of questions related to how they used and retrieved images.  A preliminary interview schedule 
was developed and a series of pilot interviews was conducted to test this instrument.  Based 
on the results of these pilot interviews, the final, refined interview schedule was developed, as 
shown in Figure 1. 
 
 
In your role as a  Clinician  Researcher  Educator   Librarian, 
please answer each of the following: 
1.  Tell me the tasks that you perform in your work where images are helpful. 
2.  For each of these tasks, give me an example of the kind of image you would try to find. 
3.  When performing each of these tasks, where do you look for the images? 
4.  When looking for these images, how do you look for them? 
5.  When you find images, how do you decide whether one (or more) are suitable for your 
needs? 
 
Figure 1 - Role-based survey about image use. 



2.3 Data Analysis 
Content analysis was performed on data from semistructured interviews. Two investigators 
(WH, PG) independently reviewed the data.  Subject responses were sorted into categories, 
and the results were combined by consensus. 

3 Results 
A single interviewer (JJ) conducted the interviews with fourteen subjects.  Several subjects 
listed two roles, such as clinician and educator, giving a total of 19 roles for 13 subjects.  The 
distribution of specific roles is shown in Table 1.  The transcripts of the interviews were 
independently analyzed by PG and WH to collapse and extract categories and data. 
 
In general, image supported tasks fell into three broad groups: research-specific images for 
data analysis and presentation; patient-specific images for clinical decisions and management; 
and mainly generic diagrams for explanation and education.  To a large extent, reported image 
seeking behavior corresponded to these categories.  Table 2 lists the image-supported tasks 
described by the 13 subjects. 

4 Conclusions 
This preliminary works gives us some insight into how various medical personnel use images 
in their different professional roles.  It also establishes a foundation for how image retrieval 
systems might be built to support users in finding these types of images.  As the ImageCLEF 
image retrieval initiative grows, we will aim to develop test collections that take these uses 
into account. 
 
We plan to pursue further work in elucidating how researchers, clinicians, and educators use 
and seek images.  We will extend the work described in this paper to a larger scale and more 
quantitatively oriented analysis.  We also believe that the test collection itself will motivate 
the development of further image retrieval systems and approaches, leading to wider use and 
in turn getting users to think of other tasks for which they may want to use image retrieval 
systems. 
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Table 1 - Distribution of roles among subjects interviewed. 
 
Role (number) Researcher Clinician Educator Librarian Student 
Researcher and educator (1) 1  1   
Clinician and educator (4)  4 4   
Clinician and researcher (1) 1 1    
Researcher (3) 3     
Clinician (1)  1    
Educator (1)   1   
Librarian (1)    1  
Student (1)     1 
Total (13) 5 6 6 1 1 
 
 
Table 2 - Image-supported tasks extracted from analysis of surveys. 
 
Research-related 
Images as data: analysis and interpretation of images (photomicrographs, magnetic resonance 
imaging, etc.) 
Images for presentation and publication of research findings to research audience 

Patient care-related 
Check image test result in electronic health record 
Diagnosis of uncommon or unrecognized condition 
Illustration and explanation to patient  
Education-related 
Educational presentations to students, etc. (listed for all roles) 
Learning – librarian support of others’ learning; clinician self-education on new technique 
Other 
General Information Educators 
Expert witness testimony Clinician 
Developing collections Educators 
Marketing (before and after) Clinician (plastic surgery) 
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