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Index Terms—large—scale; medical; image analysis; big data; best classification performance. A sequential executionldvo
scalability; MapReduce; Hadoop; support vector machines; require 990h approximatively on a desktop computer.
content-based image retrieval; texture analysis; Two approaches for content-based image indexing were
compared and implemented in the MapReduce framework:

component-based versus monolithic indexing. The former

The growth of the amount of medical image data produced convenient to separately optimize feature extractiod an
on a daily basis in modern hospitals forces the adaptationigh indexer because it does not require to run the whole
traditional medical image analysis and indexing approachiyeline for each optimization. However, it requires to teri
towards scalable solutions [1]. The number of images apgk features to a very large CSV (Comma—Separated Values)
their dimensionality increas_ed_ dramatically d_uring thestpaf”e of approximately 100 Gb for 100,000 images. This reslite
20 years. Recent progress in image processing and machingn unexpectedly long runtime for the feature extractdhwi
learning makes it possible to assist clinicians in the d&RC {he MapReduce framework in the component—based approach.
and characterization of important events in large imageser The result is consistent with previous work that showed that
However, the process of extracting intricate features flange  \japReduce was not performing well with input-output (10)—
datasets of 3D/4D images, as well as training machine leafRrensive tasks [4]. The monolithic strategy showed to be
ing algorithms and global system optimization are extrgmelye||_suited for MapReduce, which allowed indexing 100,000
demanding in terms of computation time, storage cap_aciﬂy 3ffages in about one hour using 24 concurrent tasks.
network bandwidth [2]. The MapReduce framework is a dis- The parallelization of solid texture processing based on

tributed computing framework and has recently been used {§n_separable three-dimensional Riesz wavelets allowed t
large—scale image description and analysis [3]. In thiskvolreduce a total runtime from more than 130h to less than
MapReduce is used to speed up and make possible three laigig—hile keeping the code in the original Matlab/Octave

scale medical image processing use—cases: (i) parameter 48gramming language with Hadoop streaming.
timization for lung texture classification using supportice

I. INTRODUCTION

machines (SVM), (ii) content-based medical image indexing IV. DISCUSSIONS ANDCONCLUSIONS
and (iii) three—dimensional directional wavelet analy&is Overall Hadoop has shown its utility for large scale med-
solid texture classification. ical image computing. The three use—cases reflect the vari-

ous challenges of processing medical visual information in
clinical routine: parameter optimization, indexation afage

A cluster of heterogeneous computing nodes was set g@llections with hundreds of thousands images, and multi—
in our institution using Hadoop allowing for a maximum ofdimensional medical data processing. In all tasks verytipesi
42 concurrent map tasks. The majority of the machines usegults could be obtained helping the projects to scale with

are desktop computers that are also used for regular offigfited local resources available and moderate effortsipa
work. A minimum of two logical cores were not allocated tahe software.

the Hadoop TaskTracker process, ensuring that common daily
tasks could still be run smoothly.

Il. METHODS
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