NH,

i

ELSEVIER

Pattern Recognition Letters 21 (2000) 1193-1198

Pattern Recognition
Letters

www.elsevier.nl/locate/patrec

Content-based query of image databases: inspirations from
text retrieval

David McG. Squire >*, Wolfgang Miiller *', Henning Miiller ?, Thierry Pun ?

& Computer Vision Group, Computing Centre, University of Geneva, Geneva, Switzerland
b Computer Science and Software Engineering, Monash University, Clayton, Vic. 3168, Australia

Abstract

This paper reports the application of techniques inspired by text retrieval research to content-based image retrieval.
In particular, we show how the use of an inverted file data structure permits the use of an extremely high-dimensional
feature-space, by restricting search to the subspace spanned by the features present in the query. A suitably sparse set of
colour and texture features is proposed. A weighting scheme based on feature frequencies is used to combine disparate
features in a compatible manner, and naturally extends to incorporate relevance feedback queries. The use of relevance
feedback is shown consistently to improve system performance. © 2000 Published by Elsevier Science B.V.
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1. Introduction

In recent years the use of digital image data-
bases has become common, both on the web and
in general publishing. Consequently, the efficient
querying and browsing of large image databases is
ever more important. Content-based retrieval from
large text databases has been studied for decades,
yet the insights and techniques of text retrieval
(TR) have largely been ignored or reinvented by
content-based image retrieval (CBIR) researchers.
The utility of relevance feedback (RF) is long-es-
tablished (Salton and Buckley, 1990), yet its ap-
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plication in CBIR systems (CBIRSSs) is very recent
(Wood et al.,, 1998). Similarly, many term-
weighting approaches have been investigated, both
empirically and theoretically (Salton and Buckley,
1988). Performance evaluation has also been
thoroughly studied (Salton, 1992), yet precision
and recall, the usual performance measures, are
not widely used in CBIR.

TR systems usually treat each possible term as a
search space dimension: O(10*) dimensions are
thus typical. Crucially, in such systems both que-
ries and stored objects are sparse: they have only a
small subset (O(10%)) of all possible attributes.
Search can thus be restricted to the subspace
spanned by the query terms. The data structure
which makes this efficient is the inverted file (IF)
(Squire et al., 1999). Conversely, CBIR researchers
have devoted considerable effort to the search for
compact image representations (choosing the
“right” features), and the use of dimensionality
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reduction techniques such as factor analysis (Pun
and Squire, 1996).

We present a CBIRS which uses an IF with
more than 80000 possible features (=~ O(10°) fea-
tures per image). A feature weighting scheme
based on feature frequencies in both the query
image and the entire collection, commonly used in
TR, is employed. RF is also used. Evaluation us-
ing precision and recall demonstrates a clear im-
provement over a previously reported system using
a smaller feature set and nearest-neighbour search.

2. Related work

CBIR researchers generally acknowledge that
semantic retrieval remains impossible. The usual
approach is to attempt to capture image similarity
using some function of a small set of low-level
features. Most systems employ features based on
colour, texture or shape. Features are often com-
puted globally, and contain no spatial informa-
tion. Some systems allow the user to influence the
relative weights of these classes of features.

Features. The use of colour features, usually
calculated in a space thought to be ‘“‘perceptually
accurate” (e.g., HSV or CIE), is almost universal
(Niblack et al., 1993; Smith and Chang, 1996;
Sclaroff et al., 1997). The usual representation is
the colour histogram, with histogram intersection
used as the similarity measure. This usually takes
no account of perceptual similarities between bins.
A matrix of similarity coefficients can be used
(Niblack et al., 1993), but the coefficients must be
be determined, and the cost is quadratic.

Many systems use texture to improve image
characterization. A great variety of texture fea-
tures has been employed: hierarchies of Gabor
filters (Ma and Manjunath, 1996); the Wold fea-
tures used in Photobook (Pentland et al., 1996);
the coarseness, contrast, and directionality fea-
tures used in QBIC (Niblack et al., 1993); and
many more.

Shape features are often computed assuming
that images contain only one shape, and are thus
best applied to restricted domains. Shape features
include: modal matching, applied, for example, to
isolated machine tools (Sclaroff, 1997); histograms

of edge directions, applied to trademarks (Jain and
Vailaya, 1996); and matching of shape compo-
nents such as corners, line segments or circular
arcs (Cohen and Guibas, 1997).

Global features are often inadequate for CBIR:
spatial layout and individual objects are frequently
important. Features which retain spatial informa-
tion, such as wavelet decompositions (Ze Wang et
al., 1997), may be used. Alternatively, the image
can be segmented. Features such as color and
texture are extracted for each region, as well as
spatial properties such as size, location and rela-
tionships to other regions (Smith and Chang, 1996;
Carson et al., 1997). This turns CBIR into a la-
beled graph matching problem.

Similarity. The meaning of similarity in CBIR is
rarely addressed, even though human similarity
judgments vary greatly (Mokhtarian et al., 1996;
Squire and Pun, 1997). Image similarity is typically
defined using a metric on a feature space. This
implies that, if the “right” features are chosen,
proximity in feature space will correspond to per-
ceptual similarity. There are several reasons to
doubt this, the most fundamental being the metric
assumption. There is evidence that human simi-
larity judgments do not obey the requirements of a
metric: “[Self-identity] is somewhat problematic,
symmetry is apparently false, and the triangle in-
equality is hardly compelling” (Tversky, 1977,
p. 329). The lack of symmetry is the most impor-
tant issue: the features which are significant de-
pend on which item is the query.

Some attempts have been made to address these
problems. Self-organizing maps have been used to
cluster texture features according to class labels
provided by users (Ma and Manjunath, 1996). A
set-based technique has been applied to learn
groupings of similar images from positive and
negative examples provided by users (Pentland
et al., 1996).

Relevance feedback. There are two basic ap-
proaches to RF. According to the RF, a system
can create a composite query from relevant and
non-relevant images (Huang et al., 1997), or it can
adjust its similarity metric (Sclaroff et al., 1997).
Some use the variances of features in the relevant
set as a weighting criterion (Rui et al., 1998).
Whilst related to the variance-based approach, the
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technique presented here can cope with multimo-
dal distributions of relevant features, and with
much greater numbers of possible features.

3. Viper system overview

In this section, a brief overview of the Viper
system is presented. > A more detailed account
may be found in (Squire et al., 1999). Viper em-
ploys more than 80000 simple colour and spatial
frequency features, both local and global, ex-
tracted at several scales. These are intended to
correspond (roughly) to features present in the
retina and early visual cortex. The fundamental
difference between traditional computer vision and
image database applications is that there is a hu-
man “in the loop”. RF allows a simple classifier to
be learnt on the fly, corresponding to the user’s
information need.

3.1. Features

Viper uses a palette of 166 colours, derived by
quantizing HSV space into 18 hues, 3 saturations,
3 values and 4 grey levels. Two sets of features are
extracted from each image. The first is a colour
histogram, with empty bins discarded. The second
represents colour layout. Each block in the image
(starting with the image itself) is recursively di-
vided into four, at four scales. The mode color of
each block is treated as a binary feature, meaning
that there are 56440 possible colour block fea-
tures. Each image has 340.

Gabors have been applied to texture charac-
terization, as well as more general vision tasks (Ma
and Manjunath, 1996; Jain and Healey, 1998). We
employ a bank of real, circularly symmetric Ga-
bors:
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m

2 http://viper.unige.ch/

where m indexes filter scales, n their orientations,
and u, is the centre frequency. The half peak
radial bandwidth is chosen to be one octave, which
determines o,. The highest centre frequency is
chosen as uy, = 0.5, and u,,,,, = u, /2. Three scales
are used. The four orientations are: 6, =0,
Op41 = 0, + /4. The resultant bank of 12 filters
gives good coverage of the frequency domain, with
little filter overlap. The mean energy of each filter
is computed for each of the smallest blocks in the
image, and quantized into 10 bands. A feature is
stored for each filter with energy greater than the
lowest band. Each image has at most 3072 of the
27648 such possible features. Histograms of these
features are used to represent global texture
characteristics.

3.2. Similarity computation and relevance feedback

In a CBIR application, RF offers two advan-
tages. First, augmenting the query with features
from relevant images produces a better represen-
tation of the user’s desires. The second advantage
is unique to CBIR. In TR, feature extraction is
free: the documents’ component words are the
features. This is not the case in CBIR. We envisage
a system in which expensive features are extracted
off-line, even though they may be too costly to
evaluate for a new query image. Once some images
are retrieved using a subset of cheap, simple fea-
tures, potentially relevant, complex features can be
introduced via RF.

Features are combined according to Eq. (2).
For a query ¢ containing N images i with relevance
levels R; € [—1,+1] and features j with frequencies

df;/a
1 N
dfyy =~ > dfyR;. (2)
i=1

For each feature j, the images containing j are
added to the result pool. For non-histogram fea-
tures, the score s; of each image k is updated ac-
cording to Eq. (3), where cf; is the frequency of the
feature j in the database.

Sknew = Skold + dqudfk/ log Cf}71 Y (3)
Sknew = Skota + Sign (dqu) 1’1’111’1( |dqu|’ dfkj) IOg Cf}_l . (4)
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“Parliament”

“Cityscape”

“Banknote”

“Magician”

Fig. 1. Sample images from the Viper test database.

The motivation is very simple: features which are
common in an image characterize that image well;
features which are common in the collection do
not distinguish well between images (Salton and
Buckley, 1988). For histogram features Eq. (4) is
used, which is a weighted variant of standard
histogram intersection.

4. Experiments

Viper performance was evaluated using a set of
500 heterogeneous colour images provided by
Télévision Suisse Romande (see Fig. 1). Ten im-
ages were selected as queries. Five users examined
all 500 images to determine their relevant sets for
each query. * These relevant sets varied greatly in
size, and the degree of visual similarity within each
set also varied greatly. Viper returned the top 20
ranked images for each query. Using a “consistent
user’” assumption, the relevant set for each user for
each query was inspected, and the set of relevant
images present in the top 20 was then submitted as
a second, RF query.

The performance of Viper was compared with
that of a low-dimensional vector space system of
the sort commonly used in image retrieval. The
system uses a set of 16 colour, segment, arc and
region statistics (Squire and Pun, 1997). System
performances are compared using precision P and
recall R,

r r

P=%, R=1- (5)

3 All users were computer vision researchers, so some bias
can be expected.

where N is the total number of images (documents)
retrieved, r the number of relevant images re-
trieved, and N, is the total number of relevant
images in the collection. In general, precision de-
creases as more images are retrieved. An ideal
P vs. R graph has P =1 VR.

Precision and recall data are often presented in
the form of a precision vs. recall graph, which
shows, in general, how precision decreases as in-
creasingly large fractions of the collection are re-
trieved. An ideal precision vs. recall graph has
precision = 1 for all values of recall: all the relevant
images are retrieved before any irrelevant ones.
The closer precision stays to 1, the better.

Fig. 2 shows the performances of the systems
averaged over all users and queries. Two plots are
shown for the Viper system, indicating perfor-
mance before and after the RF step. It should be
remembered that only the top 20 ranked images
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Fig. 2. Precision vs. Recall graphs, averaged over all users and
queries.
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from the first pass were used: it was thus not, in
general, possible to include all relevant images in
the feedback query.

The plots clearly indicate the value of RF. The
averaged precision of the RF queries remains
higher than that of either the first pass of Viper or
that of the vector space system at all recall
values. The average first pass performance of the
very high-dimensional Viper system is also better
than that of the low-dimensional vector space
system.

5. Conclusion

In this paper we have shown how techniques
inspired by text retrieval can be applied to the
content-based query of image databases. We be-
lieve that there is much to be learnt from the de-
cades of research in text retrieval, despite the fact
that the terms of text queries (words) are much
closer to the semantic level than the simple fea-
tures usually used for image retrieval.

The use of inverted files, coupled with an ap-
propriate choice of discrete features, allows feature
spaces of extremely high dimensionalities to be
searched efficiently. We have demonstrated the
application of this technique to an image retrieval
system with more than 80000 possible features.

The use of precision and recall graphs provides
a standard means of comparing system perfor-
mances. Experiments using 10 queries on a test
database of 500 images demonstrated that the
Viper system, using frequency-based weights, per-
formed better than a vector space system even
without relevance feedback. One iteration of rele-
vance feedback always improved performance,
often dramatically.
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