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Introduction
The rising amount of digitally produced images  and other visual documents such as
signal curves and videos in medical departments creates a need to develop new tools
to  manage  these  visual  databases.  The  radiology  department  of  the  University
hospitals of Geneva alone produced, for example, more than 13,000 images per day
in 2003. Current access methods to these visual data are most often limited to access
by numerical patient identification. Sometimes, the search by textual key words from
the radiology report [1] or the electronic patient record is possible. Content-based
image  retrieval  on  the  other  hand  allows  to  browse  and  search  in  large  image
collections based on visual features that are automatically extracted from the images
and consequently cheap to produce.
Scenarios for content-based visual data access
Not only within teaching and research exists a need to browse large image databases
by their visual content to find interesting or important cases and to compare visually
similar  images  and  their  diagnoses.  Such  functionalities  are  needed  to  use  the
images up to their  full  potential.  Also for fields such as case-based reasoning or
evidence-based medicine, there is a need for finding similar medical cases. When
only one or several image(s) are available for diagnostics, an image retrieval system
can  deliver  pointers  that  might  lead  to  a  correct  diagnosis.  In  pathology,
dermatology, or for high resolution CTs of the lung the diagnosis depends strongly
on texture and colour/grey level characteristics of the images. Thus, the medically
similar cases are often visually similar cases that can be found by content-based
image retrieval.
Content-based access to medical images has been proposed several times [2,3,4,5]
and  a  few  research  projects  exist  such  as  IRMA  (Image  Retrieval  in  Medical
Applications,  [6])  or  ASSERT  (Automatic  Search  and  Selection  Engine  with
Retrieval Tools, [7]).  In a first test as a tool for diagnostic aid, an image retrieval
system has shown to improve the diagnostic quality [8].
Although  the  retrieval  quality  is  sufficient  for  some  tasks  and  the  automatic
extraction  of  visual  features  is  rather  convenient,  there  is  still  a  semantic  gap
between the low-level visual features (textures, colours) automatically extracted and
the high-level concepts that users normally search for (tumour, abnormal tissue). 
Extracting MeSH term in addition to visual features
Proposed solutions to bridge this semantic gap are the connection of visual features
to known textual labels of the images [3]  or the training of a classifier based on
known class labels and the use of the classifier on unknown cases [6]. Combinations



of textual and visual features for medical image retrieval have as of yet rarely been
applied, although medical images in the electronic patient record or case databases
basically always do have text attached to them. The complementary nature of text
and visual image features for retrieval promises to lead to good retrieval results.
Radiology  reports  that  come  with  the  images,  on  the  other  hand,  have  other
problems.  Often,  the  quality  of  the  text  is  not  extremely  good.  Spelling  errors,
various and differing abbreviations and non-standardized coding hinder the efficient
retrieval  [9].  In  our  case  database  system casimage  (http://www.casimage.com/,
[10]), we also have the problem of having English and French case descriptions.
For our tests, we use a database that contains a total of almost 9000 images of more
than 2000 medical cases. Case descriptions are mixed in English and French with a
few hundred images not containing any annotation at all. The quality of the texts is
extremely varied as no control of the text input was applied. To avoid problems with
the annotations we extract only a small number of around three MeSH terms with a
tool called easyIR that takes as an input the entire text cleaned of the XML tags and
returns  an  ordered  list  of  most  likely  corresponding  MeSH  terms.  English  and
French MeSH terms can thus be identified with one unique identifier. The first 3-5
terms have shown to deliver high accuracy in several tests on other, similar data sets.
Results
As an image retrieval framework we use the medGIFT system [11] that is based on
the GNU Image Finding Tool. The system uses several techniques from text retrieval
applied to images and their visual features such as frequency-based feature weights
based on standard tf/idf  (term frequency, inverse document frequency) [12]. This
means that features (or words) that are rare in the collection are weighted higher
than very frequent features or words. A first step in this direction has been achieved
[13], the automatic assignment of UMLS concepts to textual reports can be
performed with high precision (up to 92%); therefore the integration of the extracted
MeSH terms into this framework is be easy to implement and is a natural extension
of the used feature weighting. 

Figure 1: Screenshot of the medGIFT web interface.

Visual  features  that  are  used  for  retrieval  include  a  simple  colour  histogram
intersection  as  well  as  local  colour  blocks  at  different  scales  and  locations.  As



texture  features,  we  use  the  responses  of  Gabor  filters  in  various  scales  and
directions as well in the form of a histogram (globally) as locally, in fixed image
regions. Relevance feedback is possible with as many input images as needed, and a
web-based user interface (see Figure 1) allows easy querying as well as a connection
to the complete textual description and other images stored for the same case in the
teaching file (http://www.sim.hcuge.ch/medgift/).
First  results  show that  the  quality  using  textual  and  visual  features  combined  is
superior to either one of the technologies. Images with bad annotation can still be
found due to a high visual similarity and the MeSH terms add semantics and reduce
the rate of false positives.
Discussion
The use of MeSH terms for image retrieval in addition to automatically extracted
visual  features  has  shown good first  results  and  is one  possibility  to  bridge  the
semantic  gap.  Much  work  still  needs  to  be  done  with  respect  to  a  quantitative
evaluation of this combination. We also still  need to figure out which will be the
best combination between visual and textual features to optimize retrieval results. 
An effort to evaluate medical image retrieval algorithms using visual or visual and
textual data is underway in connection with the CLEF conference (Cross Language
Evaluation Forum, http://ir.shef.ac.uk/imageclef2004/index.html).
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