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ABSTRACT

Content–based image retrieval systems (CBIRSs) have frequently been proposed for the use in medical image
databases and PACS. Still, only few systems were developed and used in a real clinical environment. It rather
seems that medical professionals define their needs and computer scientists develop systems based on data sets
they receive with little or no interaction between the two groups. A first study on the diagnostic use of medical
image retrieval also shows an improvement in diagnostics when using CBIRSs which underlines the potential
importance of this technique.

This article explains the use of an open source image retrieval system (GIFT – GNU Image Finding Tool) for
the retrieval of medical images in the medical case database system CasImage that is used in daily, clinical routine
in the university hospitals of Geneva. Although the base system of GIFT shows an unsatisfactory performance,
already little changes in the feature space show to significantly improve the retrieval results. The performance
of variations in feature space with respect to color (grey level) quantizations and changes in texture analysis
(Gabor filters) is compared. Whereas stock photography relies mainly on colors for retrieval, medical images need
a larger number of grey levels for successful retrieval, especially when executing feedback queries. The results
also show that a too fine granularity in the grey levels lowers the retrieval quality, especially with single–image
queries

For the evaluation of the retrieval performance, a subset of the entire case database of more than 40,000
images is taken with a total of 3752 images. Ground truth was generated by a user who defined the expected
query result of a perfect system by selecting images relevant to a given query image. The results show that a
smaller number of grey levels (32–64) leads to a better retrieval performance, especially when using relevance
feedback. The use of more scales and directions for the Gabor filters in the texture analysis also leads to improved
results but response time is going up equally due to the larger feature space.

CBIRSs can be of great use in managing large medical image databases. They allow to find images that might
otherwise be lost for research and publications. They also give students students the possibility to navigate within
large image repositories. In the future, CBIR might also become more important in case–based reasoning and
evidence–based medicine to support the diagnostics because first studies show good results.

1. INTRODUCTION

Content–based image retrieval (CBIR) is one of the most active research areas within the computer vision field.
The spread of digital cameras at consumer prices and especially the availability of large amounts of multimedia
information via the Internet has created the need to develop tools to manage these data. CBIR tries to solve this
problem without the (expensive) use of manual annotation. Visual image features are extracted from the images
automatically and indexed into a database. This means that semantic information about the image content is
frequently lost (semantic gap).1 The most frequent query paradigm is query by example where the system
returns the most similar images from a database with respect to (an) example(s) provided by the user. Some
of the well known systems are QBIC∗2 and Virage†3 in the commercial field and Blobworld4 or Photobook5 as
research systems. Good overview articles of CBIR are.1, 6–8
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Medical image retrieval based on the image content has been proposed several times for the use in PACS
systems9, 10 or case databases11, 12 and in an even more general sense.13–15 Still, only few system such as the
IRMA‡ system on case classification16 and the ASSERT (Automatic Search and Selection Engine with Retrieval
Tools) system on High Resolution Lung CT images (HRCT)17 have been implemented and evaluated. The
ASSERT project has also performed a study on the use of content-based image retrieval as a diagnostic aid.18

This study showed an improvement in diagnostic quality, especially for less experienced radiologists.

Even fewer systems seem to be used in clinical practice. Most of the systems stay research prototypes in a
variety of medical departments from the analysis of tumor shapes,19 neurology20 to pathology images.21 Other
articles show ideas for architectures of retrieval system integration10, 22 but no or only a partial implementation
seems to have taken place. Rarely, implementation details on the used visual features are given and sometimes
only text is used as a content description for the (visual) images.10, 23 Two review articles present some of the
techniques and currently employed systems in the domain.24, 25

2. AVAILABLE DATA FOR SYSTEM EVALUATION

The case database system CasImage§11 has been developed at the University Hospitals of Geneva where it is
used in daily practice by the MDs to store interesting or typical cases.

2.1. Images

The entire database of CasImage currently contains more than 40,000 images, with new images being added
daily. For the performance comparison in this paper, we selected a subset of these images to limit the generation
of ground truth and shorten the time to execute the queries and index the data with varying color schemes. We
choose a total of 3752 images from the center of the database containing a large variety of differing images from
CTs, MRIs, to radiographs but also photos. Most images are grey level images but there are several colored
images as well. Figure 1 shows four image examples from the database. We are currently underway to generate
a larger image dataset that is anonymized and can be distributed freely to foster the comparison of various
retrieval systems.

As CasImage uses a web interface, the images are converted from the DICOM format or other formats into
JPEG. The level/window settings can be chosen by the user on insertion of an image. This means an information
loss and a maximum grey level depth of 256 values. For real clinical studies, the use of DICOM images with the
full grey level information is necessary.

2.2. Ground truth

When evaluating information retrieval systems, there is always the problem of defining what a perfect system
response would be like. This process of finding ground truth can be done based on user judgments who are
given a query image and then have to find out what, in their opinion, needs to be returned by the system. Such
ground truthing is used for textual information retrieval (TREC¶,26) as well as for image retrieval.27 When
ground truth in form of diagnostics or a classification of body parts is available, it is much easier to automatically
define the ground truth. Due to the extremely varying quality of annotation in CasImage, this was not possible.
Another possibility for ground truthing is annotation or coding and the automatic generation of ground truth
from annotation.28

The problem with manual ground truthing or coding is that large databases take a very long time to be
analyzed. To reduce the number of documents to be controlled, a pooling technique was introduced in29 and
is used in all TREC ground truthings as well as in other text retrieval evaluation tasks. This technique means
that only the highest–ranked documents of each system in the evaluation have to be observed. This technique
is known to influence the absolute results of system performance30 which can mean that for TREC the recall
results are incorrect starting from 50–60% recall.26 Still, the studies show that the results are not biased and
rather small.

‡http://www.irma-project.org/
§http://www.casimage.com/
¶http://trec.nist.gov/



Figure 1. Some example images of the CasImage system.

Ten images from the CasImage collection were chosen as query images for the evaluation of the system. They
are from various anatomic regions, have varying difficulties and represent mostly grey scale but also a few queries
with colors. In our tests, one users was ground truthing the database. We used pooling as in TREC where the
user had to watch the highest–ranked 200 documents of each system, in our case of each color quantization. For
the seven different systems, around 500 different images had to be watched per query compared to 3752 if the
entire database would have to be checked. As relevant images, an average of 50 images was chosen with 115 being
the highest and 12 the lowest. An average of 35 were chosen from the 200 response images of the first system
and 15 from the additional images that were supplied by the other systems. This shows that it is important to
use pooling and not simply the highest–ranked replies from the one system for ground truthing.

2.3. Evaluation of the retrieval systems

We use an automatic benchmark based on perl scripts that uses the performance measures commonly defined in
the image and text retrieval literature.26, 31 Most measures are based on precision and recall. that are defined
as follows:

precision =
number of relevant items retrieved

number of all items retrieved
(1)

recall =
number of relevant items retrieved

number of all relevant items
(2)

The measures used are easy to interpret, show different system aspects and are standard in the field of (visual)
information retrieval:



• Basic precision and recall measures after 20, 50 and 100 images;

• precision vs. recall (PR) graphs;

• rank of the first relevant image and average rank measures;

• query response time.

As most important performance measures we see the precision after 20 and 50 images as this corresponds to the
number of images a user watches on screen. A good measure for overall system performance is the normalized
average rank:

R̃ank =
1

NNR

(
NR∑

i=1

Ri −

NR(NR + 1)

2

)
(3)

where Ri is the rank at which the ith relevant image is retrieved, N the number of images in the database and
NR the number of relevant images. This measure is 0 for perfect performance, and approaches 1 as performance
worsens. For random retrieval the result would be 0.5. This measure is very similar to the one used in MPEG–7
and BIRDS-I.32, 33

The most powerful measure to compare several systems is the PR graph as it contains much information and
is easy to interpret. A perfect system response would result in a straight line at precision 1 up to recall 1. Curves
that are higher up are better than curves that are further down. The beginning of the graph is most important
as these are the first images that are retrieved (and by consequence the ones that are shown on screen)).

The communication with the retrieval system is done via the Multimedia Retrieval Markup Language
(MRML‖) to have a completely automated access.

The time measured for the retrieval includes the transmissions of URLs for all 3752 images in order of
similarity. which means that a user looking at 20-50 images on screen will have a much faster reply (around 2–3
seconds faster). Response time was taken on a slow Pentium III-500 machine with 256 MB RAM.

All queries were executed for each retrieval system. Based on the first 20 result images, positive and negative
relevance feedback (RF) is generated for each system and the performance with RF is evaluated. Often, the
performance with RF is seen to be much more important than in the first query step where the retrieval system
had less information.34 Results are finally averaged over all the images that was queried with.

3. MEDGIFT – A CONTENT–BASED IMAGE RETRIEVAL SYSTEM

The medGIFT∗∗ system is an adaptation of the GIFT†† (GNU Image Finding Tool) that is the result of the
Viper‡‡ project (Visual Information Processing for Enhanced Retrieval). For using medical images, several
changes in feature space were implemented. The interface with an example query is shown in Figure 2. The
addition of more features appropriate for the use with medical images is in process. These features will include
mainly texture measures such as those based on cooccurence matrices, edge histograms and also local features
based on image segmentation. It still needs to be analyzed whether this does add information over the currently
used responses of Gabor filters.

‖http://www.mrml.net/
∗∗http://www.sim.hcuge.ch/medgift/
††http://www.gnu.org/software/gift/
‡‡http://viper.unige.ch/



Figure 2. A screen shot of the medGIFT system.

3.1. The GNU Image Finding Tool (GIFT)

The technology of the GIFT is described in much detail in.27, 35 GIFT is free of charge, the source code can
be downloaded for changes and its usage in research projects is thus fairly easy. It has already been used in
several research projects other than those of the original system developers.36, 37 Its main techniques are based
on experiences from text retrieval using frequency–based feature weights based on two principles:

• Features that are frequent in an image describe this image well;

• features that are frequent in the collection do not distinguish images well from each other.

As features, the GIFT uses global and local color and texture features. The color features are calculated
in HSV (Hue, Saturation, Value) space which is closer to human perception than spaces such as RGB (Red,
Green, Blue) or CMY (Cyan, Magenta, Yellow).38 It uses 166 colors, including 4 grey levels. The texture
features are based on Gabor filter responses in four directions and at 3 different scales that are classified into ten
different strengths. All features are computed offline and stored in an inverted file structure, well–known from
text retrieval, which gives efficient access to the very large number of possible features (> 85, 000). Each image
contains 1,000-2,000 features.

3.2. Changes for the use with medical images

To adapt the GIFT for the use with medical images, mainly changes in the color quantization were done, reducing
the number of colors and rising the number of grey levels. These small changes already lead to much better
results.

The basic GIFT system uses a quantization of the HSV space into 16 hues, 3 saturations and 3 values, plus
4 levels of grey. This had to be changed to add more levels of grey and reduce the number of colors. We also



added more directions and more scales to the Gabor filters to evaluate these effects on the system performance.
The following system configurations were tested:

Parameter for variation gift1 gift2 gift3 gift4 gift5 gift6 gift7

Hue 18 6 6 6 6 6 6
Saturation 3 3 3 2 2 3 3
Value 3 3 3 3 2 3 3
Grey levels 4 32 64 128 200 64 64
Gabor directions 4 4 4 4 4 6 6
Gabor scales 3 3 3 3 3 3 5

Table 1. These configurations were tested with the GIFT.

The reduction of saturation and hue was chosen for the systems using a large number of grey levels because
of a maximum of 256 colors in the current GIFT system. As the images are in JPEG, this should be sufficient,
and the results show that a smaller number of grey levels actually leads to better results. Still, the number of
colors for retrieval does not need to be as high as in the images because the quantization can otherwise get too
specific for retrieval.

A larger number of Gabor directions leads to even better results but the time to execute a query and to store
the features will also rise enormously. More scales of the Gabor filters deliver equally better results and longer
execution times.

4. RESULTS

This section presents the results of the evaluation procedure in the graphical form of PR graphs and as several
numerical measures. The results of the performance measures are subsequently analyzed to define the techniques
that are best suited for medical image retrieval.
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Figure 3. PR graphs without and with feedback using various color quantizations.

Figure 3 shows the comparison of the color quantizations mentioned in Table 1. In the first query step, the
results are fairly similar with the standard GIFT being the worst. Higher numbers of grey levels get significantly
better results with the system using 200 grey levels being slightly better than the others. When analyzing the



second graph that shows the results with RF, the picture changes. The base GIFT gets by far the worst results
whereas the system with fewer grey levels is best. When using several steps of RF these results continue.

The fact that 32 and 64 grey levels lead to the best results when using RF means that a larger number of
grey levels is too specific for CBIR.

without feedback with feedback
Measure gift1 gift2 gift3 gift4 gift5 gift1 gift2 gift3 gift4 gift5

No. relevant Images 49.8 49.8 49.8 49.8 49.8 49.8 49.8 49.8 49.8 49.8
Query duration 14.0 7.9 8.9 8.7 8.15 12.3 10.1 11.1 11.5 10.8
Pos. of first relevant 4.7 1.1 1.3 1.1 1.2 4.3 1 1 1 1
Recall at 0.5 precision .209 .398 .333 .420 .370 .310 .467 .475 .445 .472
Average Rank 251 202 223 225 242 350 227 253 249 255

R̃ank .060 .047 .053 .053 .058 .087 0.054 .061 .059 .061
Precision at 20 .535 .595 .615 .61 .645 .59 0.78 0.79 0.73 .755
Precision at 50 .382 .402 .42 .408 .402 .374 .482 0.48 .442 .462
Precision at Nr .467 .498 .490 .491 .515 .497 .644 .640 .622 .637
Recall at 100 .578 .639 .641 .632 .635 .576 .728 .726 .711 .711

Table 2. Performance measures for various color quantizations with and without RF.

The values in Table 2 underline the results from the PR graphs. Without RF, the rank results are best for a
small number of colors whereas the precision and recall values are very similar for all systems but the basic GIFT.
With RF, the results are mostly the best when using only 32 grey levels. Only early precision and precision
where the recall drops below 0.5 are better with 64 grey levels. More levels of grey lead to worse results. This
observation continues with RF.
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Figure 4. PR graphs without and with RF using varying numbers of directions and scales.

Figure 4 shows a comparison of three settings for the Gabor filters with and without RF. The results show
clearly that more directions of the Gabor filters improve the results significantly. Also, the addition of more
scales leads to a significant improvement. With one step of RF, the system with 6 and with 4 directions lead to
very similar results whereas the system with 6 directions and 5 scales achieves the best results.



Table 3 shows how much longer the query evaluation takes for the systems with more scales and directions.
This is significant and in certain domains a less perfect result can be more desirable when it can be received so
much faster. In,39 a 10 second response time is seen as the limit to keep the user focused on the dialog. The
best performing system in this test is strongly above this limit. Search pruning techniques can be one way to
reduce this response time.40

without feedback with feedback
Measure gift3 gift6 gift7 gift3 gift6 gift7

No. relevant Images 49.8 49.8 49.8 49.8 49.8 49.8
Query duration 8.9 18.1 47.4 11.1 27.1 96.8
Pos. of first relevant 1.3 1.6 1.6 1 1 1
Recall at 0.5 precision .333 .389 .486 .475 .456 .541
Average Rank 223 192 185 253 226 190

R̃ank .053 .044 .042 .061 .054 .044
Precision at 20 .615 .615 .660 .79 .745 .835
Precision at 50 .420 .45 .460 .48 .468 .52
Precision at Nr .490 .548 .570 .640 .616 .673
Recall at 100 .641 .696 .703 .726 .705 .743

Table 3. Performance measures for varying Gabor features with and without RF.

On the other hand, the results for the system with more directions and especially for the system with more
directions and scales are significantly better. The precision and recall values are more than 5% higher and the
average rank measures are even stronger so. Remarkable is the fact that the average rank values with RF are
worse than in the initial query step. This is due to negative RF that also moves relevant images away from the
query result as the images used for positive and negative RF are very similar in feature space. The high precision
values after 20 and 50 images show that this happens at lower ranks.

The results show that the basic GIFT is not perfect for medical image retrieval but already small changes
significantly enhance the performance. Without feedback the system still delivers acceptable results but with
feedback the results drop dramatically. Other test with a similar database even show a more surprising results,
that in the first feedback step a system with four grey levels delivers best results. Again, the quality changes
with feedback where 32 gray levels seem to deliver the best results. It can be interesting to explore this effect
further and use technologies such as41 where a different feature space is used for every. Is the case of medical,
this can be used for different grey level quantizations to best explore the image space and improve precision and
recall.

5. CONCLUSIONS

The GIFT retrieval system has shown to be easily adaptable for the use in medical applications. It is free of
charge and the source code is available and can easily be adapted. The base system can surely not be used for
image retrieval in a clinical setting but with a few small changes the retrieval performance improves significantly.
The retrieval quality obtained is high enough for the use in a case database such as CasImage to complement
the normal text–based search, especially for teaching and finding interesting cases. Students can also profit from
the technology when exploring large image repositories. For the use in systems for case–based reasoning or in
evidence–based medicine, a more detailed clinical evaluation in specialized domains will be necessary and more
specific features can become important.

An optimal value for the number of grey level for retrieval seems to be far lower than the maximum resolution.
Using a too large number of grey levels can make retrieval too specific, so that similar cases with small variations
of the grey levels are not found. A reasonable value seems to be 32 or 64 grey levels for the retrieval of varied
medical images such as in CasImage. This might change when using the full grey level resolution of the DICOM
images in a limited domain such as CT images because the colors correspond in this case exactly to certain
density values. A promising technique might be to switch feature spaces between query steps to reach various



parts of the feature space and find a maximum of potentially interesting cases. When using Gabor filters, the use
of additional orientations and scales also improves the performance. On the other hand the space for storage and
the response times go up significantly. A good compromise needs to be found, depending on the domain. Using
6 direction but only 3 scales seems like a reasonable option. Still, the use of more scales can be achieved with
reasonable computing times when pruning is used and fast computers are accessible. It is planned to implement
a large number of different features and especially higher level features such as shapes and evaluate them with
respect to medical image retrieval.

Besides the small changes in the GIFT system to adapt it to medical image retrieval, it is planned to implement
a larger number of possible features and evaluate the performance with respect to medical images. This can
create a tool box to adapt the image retrieval system to certain specific needs in various application domains
such as dermatology images or HRCTs of the lung.
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