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ABSTRACT

Content–based visual information retrieval is an important research
topic in the computer vision field sind the early 1990s. A large
number of systems have been developed as research prototypes
as well as commercial and open source systems. Still, there has
not been a general breakthrough in performance yet and important
real–world application stay fairly rare. The very large amount of
available multimedia information creates a need to develop new
tools to explore and retrieve within mixed media databases. The
replacement of analog films by digital consumer cameras and the
increasing digitisation in several fields such as medicine will still
increase this need.

One of the reasons for the impossibility to show an increase in
performance is the simple fact that there is no standard for evalu-
ating the performance of systems. In the last years a rising number
of proposals have been made on how to evaluate or not to evaluate
the performance of visual information retrieval systems which un-
derlines the importance of the issue. Several benchmarking events
such as the Benchathlon, TRECVID and imageCLEF have been
started, with varying success. This article described mainly the
work of the University of Geneva on benchmarking of visual in-
formation retrieval systems. A special emphasis will be on the
Benchathlon and imageCLEF evaluation events and their method-
ology and outcome.

1. INTRODUCTION

Ideas for content–based retrieval in image or multimedia databases
dates back to the the early 1980s [1]. Serious applications started
in the early 1990s and the most well–known systems are maybe
IBM’s QBIC [2] and MIT’s Photobook [3]. Content–based image
retrieval became an extremely active research area with most likely
hundreds of systems and several hundred publications. A good
overview article can be found with [4].

Although active in research, only very little effort was put into
comparing and evaluating the system performance. Small, copy-
righted databases were used that made any comparison impossible
and the shown graphs and measures basically useless. The closely
related field of text retrieval already did systematic evaluation and
creation of databases since the early 1960s with the Cranfield stud-
ies [5] and the SMART system [6].

The MIRA (Evaluation frameworks for interactive and multi-
media information retrieval applications) project first focused on
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visual information retrieval evaluation starting from 1996 [7]. A
first article on benchmarking content–based image retrieval algo-
rithms was published in 1997 [8]. New measures for evaluation
were created but no example evaluation nor a database was shown
or made accessible. In [9], the text retrieval community and the
TREC conference were first mentioned as a role model for visual
retrieval evaluation. [10] mentions some minimum requirements
with respect to the number of images and methodology used. Still,
no database or ground truth was used to underline the evaluation
ideas. In [11], the evaluation was reduced to one single perfor-
mance measure which might be convenient for comparisons but
will not be a good indicator to compare systems based on various
aspects. Huijsmans [12] describes very interesting graphs that in-
clude measures such as the collection size and size of the ground
truth into precision vs. recall graphs to eliminate the retrieval of
relevant documents simply by chance. This is definitely good but
the comparison of retrieval results with differing databases has
many more problems. Currently, only results obtained for the same
database can really be compared.

The Benchathlon network for retrieval system evaluation was
described in [13]. This includes concrete measure and a justifi-
cation for them as well as a literature review. [14] describes a
more general framework for evaluation and includes a literature
review as well as an example evaluation with an openly accessible
database. A more recent review can be found in [15].

There is also a lot of critics with respect to current benchmark-
ing initiatives [16]. Part of the critics is that current retrieval sys-
tems do not perform well enough to really benchmark them and
that they are too far away from real user needs to be evaluated.
This is not without reason. The current low level features corre-
spond only sometimes to the concepts that users are looking for
(and this might actually be by chance). Still, it is important to
evaluate the system based on real user needs, on what a real user is
looking for. Only systematic evaluation can show system improve-
ments. Not evaluating at all does not advance any system. The
basic technologies for content–based image retrieval are available
but now is the time to find out which technology works well for
what kind of images and queries.

2. PARTS OF A BENCHMARK

An image retrieval benchmark will need to include a variety of
components. The most important one is currently the creation of
standard databases including search task, query topics and ground
truth for these topics. Afterwards, the evaluation measures can be
discussed to actually perform system comparisons. Important for



the multimedia retrieval community is definitely an event where
systems can be compared and experiences can be exchanged.

2.1. Data sets

Currently, the de–facto standard for image retrieval are still the
Corel Photo CDs despite their many problems. They are fairly ex-
pensive, copyrighted and are not available on the market anymore.
A request from our University to Corel for using lower–resolution
images as basis for a benchmarking event was not answered.

A database that is available free of charge and copyright and
is used for evaluation is that of the University of Washington 1.
It contains a few 1000 images that are clustered by regions. Other
databases are available for computer vision research but only rarely
for image retrieval2. The Benchathlon also created a test database
but currently without query tasks and ground truth. In specialised
domains such as medical imaging, there are several databases avail-
able free of charge. The National Institute for Health (NIH), for
example publishes free of charge all the databases gathered. A
medical database used for retrieval is that of casimage3 [17].

In text retrieval, the need for databases was, again, identified
very early and test sets have been created for years [18]. For im-
ages, there is an effort to create annotated databases [19] that can
further on be used for system evaluation.

2.2. Query tasks and topics

The first question when evaluating a system should actually be
“What do we want to evaluate?”. The goal for evaluation should
be based on real user needs and not a computer vision expert’s in-
terest. Some studies have been performed on how real users query
image databases [20, 21] but too few and they are currently all
based on users searching with text.

Normally, there should be a selection of query tasks based on
real–world user queries and then, images or textual formulations
should be taken to select evaluation topics that can be used to com-
pare systems. This will deliver results that correspond to what a
user would expect from a system, and systems can consequently
be optimised for these goals.

2.3. Ground truth

Of course, users can for simplicity be simulated to asses the system
performance [22]. Like this, the system developer can define noise
levels and as a consequence the system performance. Real ground
truth or a gold standard will need to include real users that assess
the system performance for each query task and topic. This is
expensive and involves much work. It has successfully been done
in TREC and much literature is available on statistical significance
and problems when using pooling schemes to reduce the number
of documents that the relevance assessors will have to watch [23].

2.4. Evaluation measures

A good review of performance measures used for image retrieval
can be found in [24]. Although good descriptors that are easy to in-
terpret are important for retrieval system evaluation, this is not the

1http://www.cs.washington.edu/research/
imagedatabase/groundtruth/

2http://homepages.inf.ed.ac.uk/cgi/rbf/
CVONLINE/entries.pl?TAG363

3http://www.casimage.com/

main problem at the moment. The measures can only be as good
as the database and ground truth available which is definitely the
current problem. Simple measure based on precision and recall,
and especially precision vs. recall graphs seem to be the accepted
standard for content–based image retrieval at the moment.

2.5. Benchmarking events

Text retrieval used to have several standard databases that were
used for evaluation since the 1960s [5]. Still, the single big event
that showed a significant increase in performance was TREC4 (Text
REtrieval Conference) starting from 1992 [25]. TREC is a “friendly”
benchmarking event for which large data sets are generated, and
systems are compared based on these new data sets every year.
Several subtasks have become independent conferences in the mean-
time as they grew bigger and more important (CLEF, TRECVID).
Unfortunately a request to include content–based image retrieval
into TREC was denied with the explication that there were no
databases available that could be distributed and were judged large
enough for the task.

Image retrieval does need a benchmarking event such as TREC
to meet and discuss technologies based on a variety of databases
and specialised tasks (medical image retrieval, trademark retrieval,
consumer pictures, ...)! This will allow the community to have
standard datasets and to identify good and less good techniques
as well as performant interaction schemes. System improvements
can be shown over time with such an event.

3. BENCHMARKING INITIATIVES FOR VISUAL
INFORMATION RETRIEVAL

Currently, there are few real benchmarking events for visual infor-
mation retrieval. TRECVID is an exception as it deals with video
data whereas the Benchathlon and imageCLEF deal with images.

3.1. TRECVID

TRECVID5 was introduced as a TREC task in 2001 with sub-
tasks in shot–boundary detection and search tasks, mainly based
on a textual description. Data sets in 2003 contain more than 130
hours of video in total. Video is different from images in that the
speech and captions can be translated into text and thus, more that
low–level visual descriptors can be used for semantic queries. The
number of participants for TRECVID has grown steadily from 12
in 2001 to 24 in 2003. The number of subtasks has also grown
and includes now story segmentation and classification as well as
higher level feature extraction. This can be the recognition of a
group of people etc. TRECVID is a success and has given to the
community a meeting point where technologies and their influ-
ences on retrieval can be discussed and compared based on the
same datasets. Test collection have been created and these can be
used to learn and optimise the system performance for future tasks.

3.2. The Benchathlon

The Benchathlon6 was created in the context of the Internet Imag-
ing session at the SPIE Photonics West conference, one of the im-

4http://trec.nist.gov/
5http://www.itl.nist.gov/iaui/894.02/projects/

trecvid/
6http://www.benchathlon.net/



portant conferences for content–based image retrieval. The goal
was to create a workshop where benchmarking and evaluation could
be discussed among researchers and industry and where a bench-
marking event for image retrieval was to be started. An evaluation
methodology was developed [13] stating performances measures
and there justifications. An interactive evaluation methodology
based on the Multimedia Retrieval Markup Language (MRML7)
was presented [26] to allow interactive evaluation of systems. This
was supposed to take into account the importance of relevance
feedback for the evaluation of image retrieval systems. Based on
real user ground truth, the behaviour on marking positive/negative
feedback can be automised and used for evaluations.

2001 saw the first Benchathlon with basically a presentation
of the outline document [13] and discussions among participants.
In 2002 a first workshop with five presentations was held and this
number raised to 8 presentations in 2003. Unfortunately, the goal
to really compare the systems’ performance was not reached. Ef-
forts included the generation of a databases containing a few thou-
sand private pictures and a partly annotation of these [27]. Ground
truth has not yet been generated for query topics to evaluate system
performance. The proposed architecture for automatic evaluation
was not accepted by many research groups either, although efforts
were taken write tools for participants and help them to install an
MRML–based system access.

3.3. imageCLEF

The Cross Language Evaluation Forum (CLEF8) started as a sub-
task of TREC to allow information retrieval over languages where
for example the queries are in a different language than the doc-
uments. 2000 saw the first independant CLEF conference taking
two days and listing over 25 papers in the proceedings. One of
the subtasks that was developed within CLEF is imageCLEF9, on
the evaluation of cross language image retrieval [28]. ImageCLEF
started in 2003 with 6 participants using a database of 26.000 im-
ages from St. Andrews University with English annotation and
queries in a variety of languages. The queries include one query
image plus a textual description of the query.

Figure 1: Some example images of the St. Andrews database.

Figure 1 shows some images of the database. The fact that
most images are in grey or brown scales also explains why, in
2003, there was no use of visual retrieval algorithms in the com-
petition. The kind of query topics are also very hard to answer
visually as they are not based on the visual content but the seman-
tics of the image. For this reason, in 2004, a more visual retrieval
task will be added to imageCLEF in the domain of medical im-
ages. Figure 2 shows some example images from this database
that contains a total of almost 9000 medical images [17] of a med-
ical teaching file including annotations in French and English.

7http://www.mrml.net
8http://www.clef-campaign.org/
9http://ir.shef.ac.uk/imageclef2004/

Figure 2: Some example images of the medical database.

Query topics (26 in total) were chosen by a radiologist to well
represent the spectrum of the entire database and not based on on
real user queries. Ground truthing will also be done by radiolo-
gists. The query is an image only but for the database the images
and the accopagnying textual information in French or English are
available. This stresses the character of a cross–language retrieval
task but it also gives a particular potential to visual information
retrieval. Automatically extracted visual information is inherently
insensitive to language and can thus be an important aid to cross–
language information retrieval. On the other hand, the combina-
tion of textual and visual cues can also deliver important results for
the visual information retrieval community as it adds the longtime–
missed semantics. Like this both communities can profit from the
other to improve the performance and get new insights into infor-
mation retrieval. The 2004 competition counts 10 participants for
the St. Andrews and 10 for the medical task. This improvement
from 6 in 2003 to 20 in 2004 shows the important of image re-
trieval also in the context of cross–language information retrieval.
A large variety from purely textual, to mixed visual/textual and
purely textual retrieval have been used. Techniques such as auto-
matic query expansion and manual relevance feedback have also
been submitted by several participants.

4. CONCLUSIONS

The content–based visual information retrieval community needs a
common effort to create and make available datasets/query topics
and ground truth to be able to compare the performance of vari-
ous techniques. A benchmarking event is needed more than ever
to give a discussion forum for researchers to compare techniques
and identify promising approaches. Especially the use of multi–
modal databases and of cross–language information retrieval on
the evaluation of image retrieval algorithms is important as many
real–world collections such as the Internet have exactly these char-
acteristics. Strong participation in events such as TRECVID and
imageCLEF shows that there is a need to share data and results to
advance the science of visual information retrieval.
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