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Abstract. Modern hospitals produce enormous amounts of data in all departments, 
from images, to lab results, medication use, and release letters. Since several years 
these data are most often produced in digital form, making them accessible for 
researchers to optimize the outcome of care process and analyze all available data 
across patients. The Geneva University Hospitals (HUG) are no exception with its 
daily radiology department’s output of over 140’000 images in 2010, with a 
majority of them being tomographic slices.  
In this paper we introduce tools for uploading and accessing DICOM images and 
associated metadata in a secure Grid storage. These data are made available for 
authorized persons using a Grid security framework, as security can be a main 
problem in secondary use of image data, where images are to be stored outside of 
the clinical image archive. Our prototype tool combines the security and metadata 
access of a Grid middleware with the visual search that uses GIFT. 
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Introduction 

Images are getting increasingly important in modern diagnosis and treatment planning. 
Through the large variety in radiology protocols and modalities, a detailed image 
interpretation is not always simple. By producing extremely large volumes of imaging 
data, tomographic modalities such as CT (Computed Tomography), MRI (Magnetic 
Resonance Imaging) but also combined PET/CT (Positron Emission Tomography) and 
PET/MRI can lead to an information overload and create a need for new tools to help 
interpreting images. Content–based image retrieval has been proposed as one of the 
potential tools to aid diagnosis and use the large amount of visual data available [1]. 
The amount of data to be analyzed could benefit from a parallel/distributed data 
processing solution, such as a computation Grid. 

So far, Grid technologies have been successfully employed inside hospitals to 
speed up image analysis by distributing the visual feature extraction of images to a 
computer cluster [2], and by integrating image analysis, for example with the 
ProVision PACS of a hospital [3]. Such an in–house solution has the advantage that 
images do not need to leave the hospital network for analysis or treatment. The image 
analysis and retrieval software used in our case is the GNU Image Finding Tool (GIFT). 
GIFT is used for content–based visual retrieval, whereas so called multi–modal 
systems combine visual and textual information in retrieval. This was demonstrated to 
often give better results than either textual or visual information alone [4]. Often, 



security constraints are not taken into account when discussing an inclusion of image 
retrieval into the PACS (Picture Archival and Communication System) or RIS 
(Radiology Information System) [5] and images are stored unencrypted. 

Steps towards integrating analysis with a secure storage of medical images were 
taken in the Medical Data Manager (MDM) software [6]. MDM uses technologies of 
the EGEE (Enabling Grids for E–science in Europe) project’s gLite middleware [7]. 
The medical images themselves are stored in an encrypted format in a Disk Pool 
Manager (DPM) Grid storage [8]. Their meta data are stored in AMGA (gLite Grid 
MetaData Catalog) [9,10]. The symmetric encryption key is split into a number of 
pieces and stored in the distributed Hydra storage [11,12] according to the well–known 
Shamir’s Secret Sharing Scheme (SSSS). Even if one node of the Hydra storage is 
compromised, one piece of the key is not enough to reconstruct the actual symmetric 
encryption key to de-crypt the data in question. This enhanced security measure is a 
feature requested by the EGEE BioMedical user group. The gLite security system was 
audited by the Centre National d’Etudes Spatiales (CNES) and was validated. 

In this paper, we describe an integration between GIFT and an MDM–like system 
to implement analysis of images. This integration combines the content-based image 
retrieval capabilities of GIFT with a secure image and meta data storage based on Grid 
technologies. The evaluation of this new technical concept is thus the goal of the text. 
Two usage scenarios, metadata and multimodal search, are described in Section 1. The 
components needed to enable these scenarios are described in Section 2. Section 3 
contains a discussion and directions for future work.  

1. Functionality 

The main goal of our system is to enable two functionalities: 
• Meta data search: The user is identified by a digital certificate (can be carried 

on a physical device like a SmartCard or a USB disk), and authenticated using 
a VOMS (Virtual Organization Membership Service) server [13]. The user 
can then start the metadata search. Access is granted based on the VOMS role 
and the results of the search are returned. The keys to decrypt the images are 
obtained and applied. The resulting images are returned. 

• Multi–modal search: In the PACS system, the user selects an image. This 
image has a DICOM header containing structured information. Similar images 
are searched by the visual image content using GIFT and by the metadata 
using a textual search. Only data matching the user’s privacy (authorization) 
level are returned and shown on screen. 

This requires complete system integration as follows: 

1. The image and its meta data are extracted from the PACS system. 
2. A request containing the image data is sent to GIFT. 
3. A request containing the meta data is sent to AMGA. 
4. The results are combined and shown to the user based on the role. 
The combined system then allows for a safe access to the distributed image data 

based on the privacy levels (authorizations) of the users. 
For adding images and metadata to a secure storage system, the following steps are 

taken: (i) The user is authenticated, (ii) the metadata of images are loaded to AMGA, 
(iii) GIFT carries out a feature extraction of the image and the features are stored by 



GIFT, (iv) the image is encrypted and encryption keys are stored by Hydra, (v) the 
encrypted image is stored in DPM. As the system tests were carried out outside of the 
hospital network, a test database of DICOM files and files from the medical literature 
used in the ImageCLEF1 benchmark were used for testing. In Figure 1, the methods for 
data access are described. The user authentication is performed via digital certificates 
with the VOMS server that defines the organization to which the user belongs and the 
role he has in the organization. Queries of the metadata can be performed with AMGA, 
and visual retrieval with GIFT. In practice this means that using our integrated system, 
a clinician, for example for a research project, can search for a patient’s images by the 
patient data, or search similar images visually. The data that clinician is able to see can 
be filtered based on the role in the organization so only images with access rights can 
be accessed. 

 
Figure 1. Work flow of multi–modal search for images and associated metadata. 

2. Components 

The system uses components based on existing Grid tools from the official gLite2 
repositories. Their structure is shown in Figure 2. The software components were 
installed on several virtual machines so that each virtual machine contained a logical 
collection of the software. On one virtual machine we installed AMGA, GIFT, the 
gLite user interface and one Hydra server. Then, we installed two separate Hydra 
servers on two separate virtual machines. We used an existing VOMS server of the 
Swiss Multi Science Computing Grid (SMSCG). The components are described below. 

The AMGA Metadata Catalog is an EGEE gLite service allowing metadata 
handling on the Grid. AMGA is a front end file metadata service, providing means of 
describing and discovering data files required by users. It can also be used as a Grid–
enabled database for applications that require structured data; AMGA provides a 
database–like service that supports Grid security features, including the VOMS 
authentication and authorization system. It allows access to existing databases from a 
Grid environment, so that Grid security features can be applied to existing databases. 

Even if the access to the data is made secure by AMGA, it is still possible that the 
data itself can be stolen – for instance in the case that someone can physically remove a 
hard disk on which the medical images and their metadata are stored. Hydra provides 
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means of preventing this. Hydra, part of the European Middleware Initiative (EMI), 
encrypts data using a distributed key storage system. The passkey is generated and then 
split into components, which are shared across multiple key stores on different servers 
and, if possible, in different countries. This is more secure than a central key storage 
system, which requires only one security breach to be compromised. To obtain the 
passkey generated by Hydra, a coordinated attack on multiple servers is required. 

 
Figure 2. System component network topology for the setup of safe image storage and access. 

The GNU Image Finding Tool, GIFT3, is a content–based image indexing and 
retrieval package developed at the University of Geneva in the late 1990’s. GIFT uses 
techniques common for textual information retrieval and creates a large set of mainly 
binary features (global and local color and texture features) [14]. The retrieval quality 
in terms of precision and recall is evaluated in [14] and also for medical images in the 
ImageCLEF competition. GIFT extracts the visual features and stores them in an 
inverted file. In a typical desktop PC, the speed of this feature extraction is about 1 or 2 
images per second. An inverted file is created after the feature extraction enabling 
quick retrieval. Through the Multimedia Retrieval Markup Language (MRML) the 
system can easily be integrated with other applications. 

3. Discussion and Future Work 

This article describes a safe storage and access system for medical images and 
associated metadata using methods based on standard Grid tools. The tools allow for an 
easy integration of safe storage of all data in encrypted form and an access to the data 
via meta-data search and content-based image retrieval. Initially the use of the MDM 
(Medical Data Management) system [6] was planned but the software turned out to not 
be maintained anymore and the security framework was unfortunately outdated. Thus 
we decided to change the architecture for the meta data search. 

The system uses a role-based access via VOMS servers to potentially confidential 
medical data. Our test system uses several storage servers of the Universities of Geneva 
and Bern, and a standard VOMS server of the Swiss Grid community. A similar 
structure can also be implemented inside hospitals, with the encryption keys being 
distributed on several machines. To limit security risks, all data (images, thumbnails) 
are always stored in encrypted format and access to meta data is protected by digital 
certificates. Encryption keys are stored in a distributed fashion, so a single security 
breach does not give access to the encryption keys. Such an architecture also allows 
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data for research projects to be extracted from the PACS and stored in safe format, 
quicker than accessing via the often overloaded PACS system. All data are accessed 
via the role definition of a user, according to which his access rights are defined. The 
usage of the test system is still limited, and therefore future studies are needed to 
measure the usability of the system and the potential advantages in terms of security vs. 
maintenance time. 
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