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Abstract

In this paper, classical approaches such as the max-
imum combinations (combMAX), the sum combinations
(combSUM) and the multiplication of the sum and the
number of non–zero scores (combMNZ) were employed
and the trade–off between two fusion effects (chorus and
dark horse effects) was studied based on the sum ofn

maximums. Various normalization strategies were tried
out. The fusion algorithms are evaluated using the best
four visual and textual runs of the ImageCLEF med-
ical image retrieval task 2008 and 2009. The results
show that fused runs outperform the best original runs
and multi–modality fusion statistically outperforms sin-
gle modality fusion. The logarithmic rank penalization
shows to be the most stable normalization. The dark
horse effect is in competition with the chorus effect and
each of them can produce best fusion performance de-
pending on the nature of the input data.

1. Introduction

In the ImageCLEF image retrieval competition, mul-
timodal image retrieval has been evaluated over the past
seven years. For ICPR 2010 a contest was organized in
order to investigate the problem of fusing visual and tex-
tual retrieval. Information fusion is a widely used tech-
nique to combine information from various sources to
improve the performance of information retrieval. Fu-
sion improvement relies on the assumption that the het-
erogeneity of multiple information sources allows self–
correction of some errors leading to better results [3].
Medical documents often contain visual information as
well as textual information and both are important for

information retrieval [12]. The ImageCLEF benchmark
addresses this problem and has organized a medical im-
age retrieval task since 2004 [6]. So far it was observed
in ImageCLEF that text–based systems strongly outper-
formed visual systems, sometimes by up to a factor of
ten [11]. It is important to determine optimal fusion
strategies allowing overall performance improvement as
in the past some groups had combinations leading to
poorer results than textual retrieval alone. The Image-
CLEF@ICPR fusion task described in this paper is or-
ganized to address this goal, making available the four
best visual and the four best textual runs of ImageCLEF
2009 including runs of various participating groups.

Information fusion, which originally comes from
multi–sensor processing [17], can be classified by 3
fusion levels: signal level, feature level, and decision
level [13] (also named the raw data level, represen-
tation level, and classifier level in [2]). The Image-
CLEF@ICPR fusion task focuses on the decision level
fusion, so the combination of the outputs of various
systems [7]. Many fusion strategies have been pro-
posed in the past. Using the maximum combination
(combMAX), the sum combination (combSUM) and the
multiplication of the sum and the number of non–zero
scores(combMNZ) were proposed by [5] and are de-
scribed in Section 2.3. Ideas such as Borda–fuse [1]
and Condorcet–fuse [10] were rather inspired from vot-
ing systems. Borda–fuse consists of voting with a linear
penalization based on the rank whereas Condorcet–fuse
is based on pair–wise comparisons. Others strategies
exist such as Markov models [4] and probability aggre-
gation [9]. A terminology superposition also exists. For
example, the round–robin strategy as analyzed in [17]
is equivalent to thecombMAXstrategy, the Borda–fuse
strategy, despite the idea being inspired from voting, is



in fact thecombSUMstrategy with descending weights
for ranks. First proposed in 1994,combMAX, comb-
SUM, andcombMNZare still the most frequently used
fusion strategies and were taken as the base of our study.
However, these three methods have limitations. On
the one hand,combMAXfavors the documents highly
ranked in one system (Dark Horse Effect[14]) and is
thus not robust to errors. On the other hand,combSUM
andcombMNZfavor the documents widely returned to
minimize the errors (Chorus Effect) but relevant docu-
ments can obtain high ranks when they are returned by
few systems. In this paper, we investigate a trade–off
between these methods while using the sum ofn maxi-
mums:combSUM(n)MAX.

Two other important issues of information fusion are
the normalization of the input scores [8, 16] and the tun-
ing of the respective weights (i.e contribution) given
to each system [14, 15]. The normalization method
proposed by Lee [8] consists of mapping the score to
[0;1]. It was declared to perform best in [16]. Our study
reused this normalization method, which is based on a
topic basis or a run basis to produce normalized scores.

2. Methods

2.1 Dataset

The test data of the ImageCLEF@ICPR fusion task
consist of 8 runs submitted to the ImageCLEF 2009
medical image retrieval task. 4 runs of the best textual
retrieval systems and 4 representing the best visual sys-
tems were made available1. There are 25 query topics
in ImageCLEFmed 2009. For each topic, a maximum
of 1000 images can be present in a run. The format of
each run follows the requirements of treceval.

Ranks and scores of the 8 runs are available as well
as the ground truth for evaluation. Training data con-
sists of the 4 best textual runs and the 3 best visual runs
for the same task in 2008. The 7 runs in the training
data and the 8 runs in the test data were not produced
by the same systems. Therefore, weight selection on a
run basis can not be applied to the test data.

2.2 Rank penalty vs. score normalization

To enable the combination of heterogeneous data,
each image must be mapped to a valueV (e.g. score,
rank) that is normalized among all systems. Symbols
employed areV for normalized values, andS andR for
scores and ranks given by the input system.

1For more details about the retrieval systems,
please visit ImageCLEF working notes available at
http://www.clef-campaign.org/.

The scores given by the input systems are not homo-
geneous and require normalization. The normalization
method proposed by Lee [8] is used:

V (S) =
S − Smin

Smax − Smin

(1)

with Smax and Smin the highest and lowest score
found. Two groups of normalized values were produced
by either applying this method on run or topic basis:
Vrun(S) andVtopic(S).

The rank is always between 1 and 1000. However,
low ranks need to be penalized as less relevant. Linear
normalized rank values are obtained:

Vlinear(R) = Nimages −R, (2)

whereNimages equals the lowest rank (1000 in our
case). Experiments have shown that for most informa-
tion retrieval systems, performance tends to decreases
in a logarithmic manner [14]. As a consequence a loga-
rithmic penalization function was tried:

Vlog(R) = lnNimages − lnR, (3)

In the rest of the paper,V generally refers to one
of these four groups of normalized values:Vtopic(S),
Vrun(S), Vlinear(R) andVlog(R).

2.3 Combination rules

combMAXcomputes the value for a result imagei as
the maximum value obtained over allNk runs:

VcombMAX(i) = arg max
k=1:Nk

(Vk(i)). (4)

combSUMcomputes the associated value of the im-
agei as the sum of theV (i) over allNk runs:

VcombSUM(i) =

Nk∑

k=1

Vk(i). (5)

combMNZaims at giving more importance to the
documents retrieved by several systems:

VcombMNZ(i) = F (i)

Nk∑

k=1

Vk(i), (6)

whereF (i) is the frequency of an image, counting the
number of runs that retrieved the imagei. Images that
obtain identical values were arbitrarily ordered. The
combMAXandcombSUMrules both have drawbacks.
CombMAXis not robust to errors as it is based one a
single run for each image.CombSUMhas the disadvan-
tage of being based on all runs and thus includes runs



with low performance. As a trade–off the sum ofNmax

maximums rulecombSUM(n)MAX is proposed:

VcombSUM(n)MAX(i) =

n∑

j=1

arg max
k∈ENk

\Ej

(Vk(i)), (7)

with n the number of maximums to be summed and
ENk

\Ej the ensemble ofNk runs minus thej runs with
maximum value for the imagei. Whenn = 1, only 1
maximum is taken, which is equivalent tocombMAX.
Summingn > 1 maximums increases the stability of
combMAX. Whenn = Nk, this strategy sums up all
maximums and is equivalent tocombSUM. n < Nk can
potentially avoid runs with low performance if assum-
ing that runs with maximum scores or ranks have higher
confidence and thus allow best retrieval performance.

As combMNZproved to perform well, integrating
the frequency is expected to improve performance. In-
stead of using a multiplication between the sum of val-
ues and the frequency, images are separated into pairs
{F (i) : V (i)} and are sorted hierarchically. Images
with high frequency are ranked higher.

3. Results

An analysis was performed to analyze the distribu-
tion of the relevant documents in the training data. Each
run in the training data contains 30 topics. Within each
topic there are 1000 ranked images per topic. The 1000
ranks were divided into 100 intervals, and the number
of relevant images were counted in each interval. As
some topics contain few relevant images, all 30 topics
were summed to obtain a more stable curve. Two curves
containing the average numbers for all visual systems as
well as all textual systems are shown in Figure 1.
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Figure 1. Distribution of the relevant doc-
uments in the training data.

In Table 1, the performance of the best fused runs
are compared with the best runs of ImageCLEF 2009.

The retrieval performance is measured using the mean
average precision (MAP). MAPs obtained with various
combination methods are shown in Figure 2.

Table 1. Best original vs. fused runs.
Run 2008 2009
best original textual run 0.2881 0.4293
best original visual run 0.0421 0.0136
best textual fusion run 0.3611 0.4766
best visual fusion run 0.0611 0.0198
best mixed fusion 0.3654 0.488
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Figure 2. MAP on training and test data.

4. Interpretation

Two trends using logarithmic regression were calcu-
lated to analyze the distribution of relevant documents
in Figure 1. Two observations can be made: 1) for both
modalities the number of relevant images decreases log-
arithmically (R2 > 0.7), which confirms Vogt [14]; 2)
the quality of text retrieval is constantly 4 times better
than that of visual. Fixed weightsw were applied to



combine the two modalities withw = 0.8 for text sys-
tems andw = 0.2 for visual systems, and results are
shown in Table 1. Two observations highlight the ben-
efits of heterogeneity: 1) for both modalities best fused
runs outperform all original runs; 2) multi–modal fusion
outperformed the best run obtained with single modality
fusion. Two–tailed pairedt tests were performed in or-
der to study the statistical significance of the two obser-
vations. Observation 2) is significant with both training
(ptrain < 0.012) and test (ptest < 0.0116) data. Ob-
servation 1) is significant with test (ptest < 0.0243) but
not training (ptrain < 0.4149) data.

The comparative analysis ofcombMAX, combSUM
andcombMNZas well ascombSUM(n)MAX is shown
in Figure 2. Operators based on few maximums (left
side of the graph:combMAX, combSUM(n)MAX with
small values ofn favor thedark horse effectwhereas
those based on several runs (combSUM, combMNZ) fa-
vor thechorus effect. The presence of coincident local
minimum MAP for all techniques is due to the absence
of both mentioned effects. For training data, maximum
MAP was obtained with linear rank penalization using
combSUM3MAXwhereas for test data, log rank penal-
ization usingcombSUMgave the best results. With log-
arithmic rank penalization, the behavior of MAP is the
most stable among all techniques. This is in accordance
with the descriptive analysis of the data where the rele-
vance of images decreases withln(R) (Figure 1). The
performance using normalized score for fusion depends
highly on score definition of each run.

In this paper, we studied the fusion of textual and vi-
sual retrieval systems. Fused runs outperform the orig-
inal runs and combining visual information can signif-
icantly improve fusion performance. The logarithmic
rank penalization is the most stable normalization strat-
egy. AsDark Horse Effectoriented operators,comb-
SUM(n)MAX outperformscombMAX, whereascomb-
SUMandcombMNZgive often close results on favoring
Chorus Effect. In our experiments, no significant differ-
ences of performances were observed between the two
effects and neitherChorusor Dark Horse Effectcan be
declared best. The improvement depends on the nature
of the data to be fused.
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