Contents

1 Fusion Techniques for Combining Textual and Visual Information

Retrieval . . ... 1
Adrien Depeursinge and Henning Miiller
1.1 IntroducCtion ... e 1
1.1.1  Information Fusion and Orthogonality ............. 3
1.2 Methods ... ... 4
1.3 ResUlts ... 4
1.3.1 Early Fusion Approaches .....................uu.. 4
1.3.2 Late FusionApproaches...................ccooun.. 5
1.3.3 Inter—media Feedback with Query Expansion .......10
1.3.4 OtherApproaches .......... ... . iiiiiiiiiinn.. 11
1.3.5 Overview of the Methods from 2004—2009 ........... 1
1.4  Justification for the Approaches and Generally KnowrbRmos. . 11
1.5  CoNnClUSIONS . ..ot 14
ReferenCes . ... 14






Chapter 1

Fusion Techniques for Combining Textual and
Visual Information Retrieval

Adrien Depeursinge and Henning Muller

Abstract This section describes several approaches for informétgian that have

been used in ImageCLEF. In this context, the fusion of infation is mainly meant
to combine textual and visual retrieval. Data fusion tegbes from 116 papers
(62% of ImageCLEF working notes) are categorized, desdréel discussed. It
was observed that three general approaches were usedrfevakthat can be cate-
gorized based on the system level chosen for combining ritiedall) at the input

of the system with inter—media query expansion, 2) intdyrtal the system with

early fusion and 3) at the output of the system with late fasidich is by far the

most widely used fusion strategy.

1.1 Introduction

Any concept with even a low level of semantics is best desdriby the co-

occurrence of several events in multiple sources of infeiona. In medicine for
instance, diagnostics are established with confidencedfceny if the laboratory
results, the history of the patient and possibly radiogi@pliaminations are all
taken into account and converge to an unique conclusiomdthar context, a pho-
tography of a football game can be associated with its cpomeding event only
when the date and the place are known. Consequently, corngaaeénformation

retrieval (IR) must be able to fuse multiple modalities imerto reach satisfac-
tory performance. Information fusion has the potentialmpioving retrieval per-
formance relying on the assumption that the heterogenéityudtiple information
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sources and/or algorithms allow cross—correction of sohtheoerrors leading to
better results. Multiple views of the problematic potelhtiallow a reduction of the
“semantic gap”, which is defined in image retrieval as thermsancy between the
users intentions when looking for a particular image and/tbeal information that
the features are able to model (Smeulders et al (2000)).

Often, multimodal information is available in digital reptories. For example,
videos are constituted by synchronized visual and audicafiteas. Frequently, im-
ages on the Internet come with textual annotations that emeastically related.
Modern health information systems enable access to stedctinformation (e.g.
age of the patient, gender, laboratory results), free-tesdports, radiological im-
ages and biosignals such as electrocardiograms. Thetebynajor challenge in
information fusion is to find adapted techniques for fedagamultiple sources of
information with a purpose of either decision—making ooinfiation retrieval. Fus-
ing multiple information sources is not devoid of risks. Migitwo aspects requires
particular attention when performing information fusionarder to avoid degrada-
tion of the system performance:

e the relevance of all modalities to be fused must be verifigogrévent the intro-
duction of noise into the system,

e the fusion scheme must be able to assess trustworthinebg ofiddalities to-
wards the query in order to allocate confidence in modalitieshave high rele-
vance in the context of the query.

Information fusion has been a lively research topic during kast 20 years
(see Saracevic and Kantor (1988); Belkin et al (1993, 199Haw and Fox (1994)).
Fusion was carried out at three different levels of an IRe&ys{Frank Hsu and
Taksa (2005)):

e atthe input of the IR system while using multiple queries wery expansion,

e within the system where several algorithms and/or featoagsbe used to in-
crease the heterogeneity of results (i.e. boosting or pieltlassifier systems),

e at the output of the system when combining several lists ofidzents.

Investigation of the effectiveness of combining text andgms for retrieval in-
cluding medical image retrieval is one of the main goals eflithageCLEF cam-
paign (Hersh et al (2007)). Since its first year in 2003, tlyanizers of ImageCLEF
provided multimedia databases containing images withciestsal text thus allowing
for multimodal retrieval. During the past seven years of ge@LEF, three image
retrieval tasks elicited research contribution in fusiechiniques for combining tex-
tual and visual information retrieval:

e photo retrieval task proposed in 2003,
e medical image retrieval task proposed in 2004,
e Wikipedia image retrieval task proposed in 2008.

In total, 116 (62%) over 187 papers in ImageCLEF submisdiams 2003 to 2009

attempted to mix text—based image retrieval (TBIR) withteom-based image re-
trieval (CBIR) to investigate the complementarity of theotmodalities (see Ta-
ble 1.1).
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Table 1.1 Number of paper per task and per year merging textual andlbisformation during
the past seven years of ImageCLEF.

2003 | 2004 2005 2006 2007 2008 2009
photo |0/4 (0%)6/12 (50%) 6/11 (54%)|4712 (33%) 14719 (74%)18/25 (72%)12/16 (75%
medical | —  |6/11 (54%)10/14 (71%)8/10 (80%) 7/9 (78%) | 6/11 (54%)| 8/14 (57%)

Wikipedia  — - - - - 8711 (73%)| 378 (38%)

1.1.1 Information Fusion and Orthogonality

From a certain point of view, all systems that are using mioae bne single feature
are carrying out information fusion. However features wita modality may be
strongly correlated among them (e.g. consecutive bins ofa bistogram, see De-
peursinge et al (2010—to appear)). As a consequence, thkeféme space spanned
by the feature vectory = {a;...an, } of the modalityA is usually much inferior
the number of featurbly of A. We have:

rank(A) < Na. (1.1)

While taking into accoun¥l modalities{A; ... Au } defined by their respective fea-
ture vectors{va, ...va,, }, the linearly dependence of multimodal space is given
by the numberL of possible solutiongxy,xp,...,xv) over all realizations of
{va;---vay }:

X1Va, +XoVa, - +XmVa, = 0, (1.2)

with X1, X2, ..., Xm € R\ 0. Thereby, the amount of heterogenéityf a combination
of modalities can be measured using the nunibef linearly independent vectors
divided by the number of modalitiéd:

H= vE (1.3)
H have values if0; 1] \ 0 and can be seen as the inverse of redundancy. It is im-
portant to note that large values df would not be desirable as it means that no
redundancy occur in the set of modalities, which means thigaatM-1 modali-
ties are not related to any concept (or class). An ideal motlial system should
be composed of modalities that are correlated for no ottesore that these are all
related to a corpus of concepts. This was observed by Lee7j1@0 stated that
“different modalities might retrieve similar sets of redet documents but retrieve
different sets of non—relevant documents”. This meansttieinformation gairg
(according to Quinlan (1986)) of the features from each riyd@wards the cor-
pus of concepts must be above a critical threshkidwas originally defined by
Quinlan to iteratively choose informative attributes tdldaecision treeslg(Y|X)
of a given attributeX with respect to the class attributequantifies the change in
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information entropy when the value Xfis revealed:
Ic(Y[X)=H(Y)—H(Y|X). (1.4)

The information entropif (Y) measures the uncertainty about the valué ahd the
conditional information entropi (Y|X) measures the uncertainty about the value
of Y when the value oK is known:

H(Y)=—" p(y)logp(y), (1.5)

ye?
H(Y|X) = - ZZ qp(w) log p(y|x). (1.6)
xXe 2"y

To summarize, an optimal multimodal system should maxirttizedegree of het-
erogeneityH while maximizing the information gaihs of each modality (taken
independently) towards the studied corpus of classes.

1.2 Methods

The techniques used through the seven past years in ImagefoL fising textual
and visual image information were reviewed and categorzestd on their simi-
larities. Only papers that mixed textual and visual retilevere studied and papers
using multiple classifiers systems on one single modalitseviest aside.

In total, techniques from 116 papers from 2004 to 2009 wetegoaized in
the subsections of the Section 1.3. An overview of the teples and trends is
presented. Justifications for the approaches and gen&radiyn problems are dis-
cussed in Section 1.4.

1.3 Results

The various techniques used for fusing textual and visuakination in Image-
CLEF are described in this section. When available, corspas of the perfor-
mances among techniques are detailed. A global view of tteefdaion techniques
is proposed in Section 1.3.5.

1.3.1 Early Fusion Approaches

An early fusion consists of mixing modalities before makemyy decisions. The
combination takes place in the feature space where theatextd visual attributes
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({t1...t%} and{vy... v} respectively) are concatenated into one vector to creae on
unique feature spade; ...t Vvi...Vvi} (see Snoek et al (2005); Gunes and Piccardi
(2005); Depeursinge et al (2010—to appear)). It enablaseantultimedia represen-
tation where one decision rule is based on all informatiane®s. The major draw-
back of this method is that it is confronted with the curse iofiehsionality as the
the dimension of the resulting feature space is equal touhed the dimensions
of the subspacdsandv. High—dimensional spaces tend to scatter the homogeneous
clusters of instances belonging to the same concepts. @kimtbe handled using an
appropriate feature weighting scheme, which is usuallfycdit to achieve in prac-
tice for complex multiclass problems where the majority exitlires are important
to predict one particular class but are introducing noisafiche other classes.

Early fusion is used without any feature weighting in Fete@and Sahbi (2008)
in the photo retrieval task where text and visual featuressamply normalized
before being concatenated. A comparison with a late fusiethod based on the
combMIN rule (see Section 1.3.2.6) show that the early fugierforms slightly
better but without statistical significance.

Early fusion using various feature weighting schemes faticad image retrieval
are investigated in van Zaanen and de Croon (2004); Desathat (2005); Cheng
et al (2005); Deselaers et al (2006, 2007). Entropy—basagdrieweighting methods
showed to outperform significantly performances obtairg@dgione single modal-
ity in Deselaers et al (2006, 2007), which is in accordandh eiir assumptions in
Section 1.1.1 as the information gdixis based on entropy measures (see Eq. 1.4).

A degradation of the retrieval performance is observed wighWikipedia task
in Moulin et al (2008) where a visual vocabulary is first cegafrom basic im-
age features which is then fused with text features usingna tieequency—inverse
document frequency (TF—IDF) weighting (see Salton and Bycki 988)).

In 2009, the best automatic mixed run of the medical task ves®d on early
fusion of text features with very basic image features madelolor information of
the whole image (Berber and Alpkocak (2009)).

1.3.2 Late Fusion Approaches

Late fusion approaches concern every technique for comfpimiitputs of distinct
systems. The diversity among late fusion strategies is rbughder than the early
fusion approach and many techniques for combining listoctichents (runs) were
used in ImageCLEF and are detailed in this section.

1.3.2.1 Rank-based Fusion vs. Score—Based Fusion
When combining runs from different systems there are twarapproaches. The

relevance of a documedtcan be measured by either its reRKd) in the listL;(d)
given by an IR systemor by its score5;j(d) (or relevance, similarity, distance to the
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query). The score—based strategies, although more conmawprire a normalization
among all systems in order to balance the importance of efdtiem, which is not
the case of the rank—based strategies.

Several approaches are found in the literature for noringligcores. A com-
monly used technique called MinMax was proposed by Lee (19995) where the
normalized scor&is computed as follows:

S— Srin
Srax — Smin’
with Snn and Syex the lowest and highest scores found among all runs, systems o
topics. Montague and Aslam (2001) also proposed two liraasformations for the
normalization of scores: Sum and zero—mean and unit—~@iZMUV Montague
and Aslam (2001). Sum maf&in to 0 and the sum of all scores to 1. In ZMUYV,
the average of all scores is mapped to 0 and their variance $orh and ZMUV
are mostly intended to be used with the combination teclesiqgombSUM and
combMNZ respectively (see Sections 1.3.2.4 and 1.3.2.5).

S= (1.7)

1.3.2.2 Intersection of Runs

The most straightforward combination rule for multiple suj is to intersect each
other. The four combination operators used in ImageCLERafimed as follows
(see Villena-Roman et al (2007b,a)):

OR LiULy, (1.8)
AND  Linly, (1.9)
LEFT (Ll U Lz) U (Ll\ Lz), (1.10)

RIGHT  (LyULy)U(Ly\ Ly). (1.11)

Usually these combination operators were associated aattdering rules (see Sec-
tions 1.3.2.3,1.3.2.4,1.3.2.5,1.3.2.6 and 1.3.2.7). tllé et al (2005), the union
of runs (OR) is performed by adding various percentages pftéatually— and
visually— retrieved documents.

1.3.2.3 Reordering

When documents of various lists are gathered, a rule fodezorg the documents
is required to obtain a final ranking. In Hoi et al (2005); Elawet al (2006); Gobeill
et al (2006); Fakeri-Tabrizi et al (2008); Simpson et al @Q0ulhem et al (2009);

Besancon and Millet (2005); Zhou et al (2008a), the texyuadtrieved documents
are reordered based on their visual score. Inversely, Nysuatrieved documents
are reordered with their corresponding textual scoresliend-Roman et al (2005);
Gobeill et al (2006); Clinchant et al (2007); Chang and CH807); Jensen and
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Hersh (2005); Daumke et al (2006); Hersh et al (2006); Grasat al (2008);

J. Ah-Pine and Renders (2008); Ah-Pine et al (2009). In Haaé(@009); Gao and
Lim (2009), a text run is reordered to maximize content—talstance among top
images to favor the diversity of top—retrieved images.

1.3.2.4 Linear Combinations

In order to reorder documents based on both textual andh\ssoeesS andS,, a
commonly used technique for obtaining the final sc8kgeq(d) of the documend
is to perform a linear combinations of scores as follows:

Srixea(d) = S (d) + (1 - a)Sy(d), (1.12)

where§ andS, are usually normalized arw € [0; 1]. Linear combination of scores
was used as defined by Eq. 1.12 in a large number of papers (879 papers
dealing with information fusion in ImageCLEF, see Chengl¢2@04b,a); Milller
et al (2004); Alvarez et al (2004); Besancon et al (2004);tial (2004); Lim and
Chevallet (2005); Chang et al (2005); Muller et al (2005)iri&ani and Framadhan
(2005); Ruiz and Southwick (2005); Besangon and Mille0®)) Diaz-Galiano et al
(2006); Rahman et al (2006); Lacoste et al (2006); Gobeidl €2006); Wilhelm
and Eibl (2006); Wilhelm et al (2007); Maillot et al (2006)illéna-Roman et al
(2007b,a); Clinchant et al (2007); Jair Escalante et al (20Bao et al (2007); Diaz-
Galiano et al (2007); Zhou et al (2007); Hoi (2007); Kalpatbramer and Hersh
(2007); Yamauchi et al (2008); Zhou et al (2008a); Diazi&d et al (2008); Zhou
et al (2008b); Zhao and Glotin (2008); Navarro et al (200B&kHare et al (2008);
J. Ah-Pine and Renders (2008); Torjmen et al (2008); Nawetrad (2008d,a); Racz
et al (2008); Ye et al (2009); Ruiz (2009); Moulin et al (200Byutsis and Kalam-
boukis (2009); Daroczy et al (2009); Mulhem et al (2009)p4let al (2009); Jair Es-
calante et al (2009)).

Most often, arbitrary values are used for the weighwith usually more weight
on textual scores as textual retrieval performs better timamient—based retrieval,
at least for in terms of recall whereas CBIR tends to havedrigiarly precision
(see Miller et al (2008); Belkin et al (1994); Shaw and Fd%94)). An exception
was observed by Douze et al (2009) who obtained best reshkés applying a
strong weight for the visual score.

Some groups used data from the previous year to learn weggedRuiz (2009)).
Jarvelin et al (2007) proposed computed the weights basdHeovariation of the
modality towards the corpus of classes. In Rahman et al (2897 weights are up-
dated dynamically based on user’s relevance feedback.mect+specific weight-
ing is used in Granados et al (2008, 2009) where weight of ameat in the “sup-
port” modality is divided by its rank.

In order to foster the modality with higher confidence, adineombination of the
scores is used only if each scoi®sandS, are above a given threshold in Mulhem
(2008); Broda et al (2009). The score of only one of the mégaiused otherwise.
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In Zuccon et al (2009), text runs are reordered with a lineanlzination of text
score and visual score based on factor analysis and biedhugto favor diversity
among the retrieved images.

Linear combinations of ranks are much less frequently used, was tried
by Magalhaes et al (2007); Jair Escalante et al (2008)hAwitic and harmonic
means of ranks are employed in Glotin and Zhao (2008). Liceabinations based
on ranks have the advantage of not requiring a prior norat#diz. However, the as-
sessment of confidence of the modalities is lost as two imlaedag the same rank
in both textual and visual modalities can have very differefevance towards the

query.

CombSUM

A particular case of the linear combination is the combSUM wihere the scores
of each modalityj are summed to obtain th final score:

N
Shixed (d) = ZJ Sj(d), (1.13)
=1

with N; the number of modalities to be combined. combSUM is equicie a
linear comb witha = 0.5 if the scores are normalized. If not, the influence of each
modality is strongly dependent of its score values.

CombSUM with scores was used in Jones et al (2004); Chetlkit (2005);
Martin-Valdivia et al (2005) and was used only once basednohk in El Demerdash
et al (2007). Similarly to Mulhem (2008); Broda et al (200&mbSUM is applied
if and only if the visual score is above a given threshold daseTF-IDF value for
images annotations in Navarro et al (2008c,b,d,a, 2009).

Borda Count

The Borda count election method was developed in politics 70 to create a
ranked list of candidates. Each voter ranks all candidatdgtae sum of the ranks
for all voters determines the score of each candidate froiohndnfinal ranking can
be derived. This method was applied in information fusioklmet al (1994); van
Erp and Schomaker (2000) and in ImageCLEF in Overell et @d82MBorda count
is strictly equivalentto combSUM on ranks.

1.3.2.5 CombMNZ

A variant of combSUM method is the combMNZ combination ruleieh aims
at giving more importance to the documents retrieved by ra¢wystems as fol-
lows (Shaw and Fox (1994)):
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N
Sixed(d) =F(d) > Sj(d), (1.14)
=1

whereF(d) is equal to the number of systems that retriededCombMNZ was
slightly modified by Inkpen et al (2008) for the photo retaétask where a weight
was applied to the normalized scores of each modality inrdaleontrol their re-
spective influences.

1.3.2.6 CombMAX and CombMIN

Contrarily to combSUM, the combMAX and combMIN rules put #ikir confi-
dence in one single modality as follows:

J
COmbMIN:  Syixed(d) = arg min (S;(d))- (1.16)
=N

COMBMAX:  Shixed(d) = arg max(S;(d)), (1.15)
j=1:

CombMAX and combMIN were used both for photo and medical ienegjrieval
by Besancon and Millet (2005); Chevallet et al (2005);&fih-Roman et al (2007b,a)
using normalized scores. CombMIN based on rank was used@t&i® and Sahbi
(2008) and is similar to combMAX based on score.

An hybrid rule based both combMAX and combMIN is proposed lieka-
Roman et al (2007b,a):

combMIN?(S;(d))
combMAX(S;(d)) +combMIN(S;(d))

Sixed(d) = cOmbMAX(S;(d)) + . (1.27)

It allows to give importance to the minimum scores only if lagger has sufficiently
high values.

1.3.2.7 CombPROD

The combPROD combination rule uses the product of scoresmputeSyjyeq:
N
Srirea(d) = [ (Si()- (1.18)
=1
CombPROD favors documents with high scores in all modaldied was used for
both photo and medical image retrieval by Martinez-Fedez et al (2004).
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1.3.3 Inter—-media Feedback with Query Expansion

The idea of query expansion is to modify the original quersdubon either available
documents in the database or given rules (i.e. use of synemfmuery terms)
with an aim of guessing user’s intentions. It was succelysépiplied to TREC test
collections in Belkin et al (1993) and Saracevic and Kant®8g) stated explicitly
that taking into account the different results of the déferformulations could lead
to retrieval performance better than that of any of the iial query formulations.
Query expansion was widely used in ImageCLEF and partiguiar fusing tex-

tual and visual information where one modality providesexdfeack to the other by
means of query expansion, which is commonly called “intexdia feedback” in
ImageCLEF (see El Demerdash et al (2009b)).

1.3.3.1 Textual Query Expansion

Inter—media feedback query expansion is based on textesy @xpansion in most
of the papers. Typically textual annotations from top visuaetrieved images (or
from a mixed run) are used to expand a textual query (see RdiSekanth (2004);
Muller et al (2004); Besancon et al (2004); Jones and Ml (2005); Chang et al
(2005); Maillot et al (2006); Jair Escalante et al (2007)a64 and Chen (2007);
Torjmen et al (2007); Gao et al (2007); Yamauchi et al (20@&)p et al (2008);
El Demerdash et al (2008); Navarro et al (2008c¢,b); Chandgzreh (2008); El De-
merdash et al (2009a); Navarro et al (2009)).

Alternately, text—based queries are built based on thenzatioally detected con-
cepts present in the query image in Jair Escalante et al 200Ifari et al (2008);
Inoue and Grover (2008); Popescu et al (2008).

In Kalpathy-Cramer et al (2008), medical image modality 1@§4 computed to-
mography, ...) is automatically detected from visual feedland used as query ex-
pansion for text—based retrieval.

1.3.3.2 Visual Query Expansion
A less common approach for inter-media query expansionojgqsed in Benczlr

etal (2007), where the regions of images that are correlgitbdhe title of the topic
are used as visual queries with a CBIR engine.

1 Text REtrieval Conference (TREQ)t t p: // trec. ni st. gov/ as of 6 May 2010
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1.3.4 Other Approaches

Some of the techniques used in ImageCLEF for fusing textudidsual informa-
tion are not corresponding to any of the above—mentionestjoaies and proposed
innovative approaches for merging information sources.

A simple approach is proposed by Radhouani et al (2009) wheigsal features
to detect the imaging modality in a first step. Then, imagésrned by a TBIR
engine are filtered according to the modality of the querygea

A word—-image ontology based on images retrieved by Googigas using all
nouns contained in the WordNet ontology is used by Chang d&h (2006); La-
coste et al (2006). The textual query is mapped to a visualydased on the word—
image ontology which is then submitted to a CBIR system t@ioba final list of
images.

Two innovative reordering methods based on ranks and apfaisubgroups of
documents are proposed by Myoupo et al (2009). In the firstesmb, the comb-
SUM rule is iteratively applied on groups of documents witlhe lists, where
groups are created using a sliding window consisting of gsdconsecutive doc-
uments within each lists. The second merging strategy ischas homogeneous
blocks as follows. In the list of text retrieved documentsages are clustered ac-
cording to their visual similarities to create blocks. Thielock are reordered among
them according to their internal mean scores.

1.3.5 Overview of the Methods from 2004—2009

An overview of the main techniques and their interdependeigproposed in Fig-
ure 1.1. The late fusion techniques are most widely used amdlaped. The dis-
tribution of the various fusion approaches is detailed iguFé. It is important to
note that some groups used a combination of the fusion tgabsi(see Malillot et al
(2006)) and often research groups reused their technigitleshght modifications
from one year to another and across tasks, which potenéiziggerates the trends
in Figure 1.2.

1.4 Justification for the Approaches and Generally Known
Problems

In this section, the justification of the methods, identifiexhds as well as lessons
learned from seven years of multimodal image retrieval &eussed.

Figures 1.1 and 1.2 clearly show three different choicefefsystem level for
combining the modalities: at the input level with query exgian, internally with
early fusion and at the output level with late fusion. Megginodalities at the input
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Fusion of textual and
visual modalities

inter-media other

feedback using approaches
query expansion

early fusion

late fusion

Y
feature intersection
weighting of runs

reordering

Y
linear

combMNZ combMAX, combPROD
combination I:I combMIN

| Borda count | | combSUM |

Fig. 1.1 Overview of the techniques.

level with query expansion techniques aim at improving @l as the additional
keywords (or query images) enable to retrieve more potntelevant images, but
also involve the risk of proposing too much results to userthereby decrease the
precision. Early fusion enables a comprehensive overvigiveomultimodal infor-
mation by combining modalities inside the IR system andreffetentially high
flexibility for promoting relevant modalities in the conteaf a particular query.
Unfortunately, it is difficult to put in practice because éies on large and het-
erogeneous feature spaces that become less distinctiggpduhat is called the
curse of dimensionality. Moreover, combining binary antegarical variable that
are textual attributes with continuous and correlatedalifeatures is not trivial and
negative interactions among features can occur (see B#i3)2. Consequently, it
showed to perform very well when textual features are costbimith a small num-
ber of basic visual features such as in Berber and Alpko2@RY), which obtained
best performance in last year's medical image retrieval taste fusion techniques
are by far the most utilized with more than 60% of the papesgdinig with textual
and information fusion. This is not surprising as late fasidlows for straightfor-
ward combination of any system delivering a ranked list afidoents. Most of the
research groups focused on the performance of each indepesgstem, which is
a necessary condition to achieve high mixed performance.
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60 b

50 E

40 .

% of papers

20 E

10 b

o. .

early fusion linear combMNZ, inter-media other
combination combMIN/MAX, feedback using

combPROD query expansion

Fig. 1.2 Distribution of fusion approaches.

When both TBIR and CBIR achieve acceptable performance;hbée of the
fusion technique should rely on the analysis of the trendsauth independent
system as well as their complementarity and relevance tintage retrieval task
(see Zhou et al (2010)). For instance, the combMAX combamatule favors the
documents that are highly ranked in one system (“Dark Hoffezt® Vogt and
Cottrell (1999)) and is thus not robust to errors. On the olttaad, combSUM and
combMNZ favor the documents widely returned to minimize ¢neors (“Chorus
effect”) but relevant documents can obtain high ranks ef/éimely are returned by
few systems. Nevertheless, some of the approaches havanfiemdal limitations.
It is the case of the linear combination using fixed weightdach document as
it puts blind confidence in one of the modality and banishesotiher one. This is
not desirable as each modality usually behaves differevitlyeach query and each
set of documents. Consequently, late fusion techniques tabloster the modal-
ity with higher confidence are preferable as they allows tectehe appropriate
modality based on the query and the database. The idea efifagsthe modality
with confidence was found in various approaches such as cR@bPor when lin-
ear combinations of scores are applied only if the scoreaa enodality are above
a given threshold. Interestingly, Myoupo et al (2009) shdwet the reordering of
documents was much more adapted when carried out withirrgupg of document
instead of global reordering.
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Several studies tried to enhance the diversity of the retdedocuments using
mixed retrieval (see Chang and Chen (2008); J. Ah-Pine and#&ts (2008); Hare
et al (2009); Zuccon et al (2009)) and was often based on-emoagality clustering
(see Arni et al (2008); Lestari Paramita et al (2009)). Tha&s wromoted by the
organizers starting from 2008 for the photo retrieval task.

At last, a quantitative comparison of the various fusiomtegues was difficult to
perform as the retrieval performance strongly depends empénformance of each
independent IR system, which highly vary among researchpgdt was observed
that mixed runs achieve better performance than single litiedan most of the
cases. Most often, a degradation of performance is obs&ved the CBIR system
achieve poor performances such as in Boutsis and Kalam®@609).

1.5 Conclusions

In this section, the various approaches used during thespash years in the Im-
ageCLEF campaign were reviewed. Clear trends among tasbsltpve been iden-
tified and discussed. A major observation is that CBIR systeave become mature
enough to extract semantic information that is complemgritatextual informa-
tion, thus allowing to enhance the quality of retrieval biotlerms of precision and
recall. However it was observed that combining textual @adal information is not
devoid of risks and can degrade the retrieval performantteifusion technique is
not adapted to the information retrieval paradigm as wellBERR and CBIR sys-
tems used. The knack of data fusion techniques is to be abt@ke the most of
both textual and visual modalities.
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