
A framework for ben
hmarking in CBIR �Henning M�uller, Wolfgang M�uller, Stephane Mar
hand-Maillet,Thierry PunVision Group, University of Geneva, SwitzerlandDavid M
G. SquireCSSE, Monash University, Melbourne, AustraliaAbstra
t. Content-based image retrieval (CBIR) has been a very a
tive resear
harea for more than ten years. In the last few years the number of publi
ationsand retrieval systems produ
ed has be
ome larger and larger. Despite this, thereis still no agreed obje
tive way in whi
h to 
ompare the performan
e of any twoof these systems. This fa
t is blo
king the further development of the �eld sin
egood or promising te
hniques 
an not be identi�ed obje
tively, and the potential
ommer
ial su

ess of CBIR systems is hindered be
ause it is hard to establish thequality of an appli
ation.We are thus in the position in whi
h other resear
h areas, su
h as text retrievalor the database systems, found themselves several years ago. To have serious appli-
ations, as well as 
ommer
ial su

ess, obje
tive proof of system quality is needed:in text retrieval the TREC ben
hmark is a widely a

epted performan
e measure;in the transa
tion pro
essing �eld for databases it is the TPC ben
hmark that haswide support.This paper des
ribes a framework that enables the 
reation of a ben
hmarkfor CBIR. Parts of this framework have already been developed and systems 
anbe evaluated against a small, freely-available database via a web interfa
e. Mu
hwork remains to be done with respe
t to making available large, diverse imagedatabases and obtaining relevan
e judgments for those large databases. We also needto establish an independent body, a

epted by the entire 
ommunity, that wouldorganize a ben
hmarking event, give out oÆ
ial results and update the ben
hmarkregularly. The Ben
hathlon 
ould get this role if it manages to gain the 
on�den
ein the �eld. This should also prevent the negative e�e
ts, e.g. \ben
hmarketing",experien
ed with other ben
hmarks, su
h as the TPC prede
essors.This paper sets out our ideas for an open framework for performan
e evaluation.We hope to stimulate dis
ussion on evaluation in image retrieval so that systems
an be 
ompared on the same grounds. We also identify query paradigms beyondquery by example (QBE) that may be integrated into a ben
hmarking framework,and we give examples of appli
ation-based ben
hmarking areas.Keywords: evaluation, 
ontent-based image retrieval, ben
hmarking, Ben
hathlon,TREC
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Keywords: evaluation, 
ontent-based image retrieval, ben
hmarking, Ben
hathlon,TREC 1. Introdu
tionPerforman
e evaluation was long a negle
ted topi
 in 
ontent-basedimage retrieval (CBIR). This 
hanged a few years ago as more andmore CBIR systems were developed and the diÆ
ulty of 
omparingtheir performan
es on an obje
tive basis be
ame apparent.In text retrieval, a mature and 
losely-related �eld, standardizedperforman
e tests have been performed sin
e the 1960s, with SMARTin 1961 (Salton, 1971) and the Cran�eld tests in 1962 (Cleverdon, 1962)and 1966 (Cleverdon et al., 1966). Some important results were gainedfrom these standardized tests. They showed, for example, that auto-mati
 indexing performed 
omparably to manual indexing(Cleverdon et al., 1966). With the inauguration of the Text REtrievalConferen
e (TREC) (http://tre
.nist.gov/) in 1992 a 
learly de�nedand a

epted ben
hmark was established and has been repeated everyyear sin
e (Harman, 1992, Vorhees and Harmann, 1998).The TPC ben
hmark (http://www.tp
.org/) similarly brought astandard to the �eld of transa
tion pro
essing, with the �rst resultsbeing published in 1990. For both ben
hmarks dis
ussions on how tomeasure the performan
e of systems went on for years before a widelya

epted and su

essful ben
hmark was established. The key to thesu

ess of these ben
hmarks rests in a strong and independent govern-ing body that has the support of all the various groups. Also, both textretrieval and transa
tion pro
essing are 
ommer
ially su

essful �eldsand thus more funding is available for ben
hmark development than ina purely resear
h-based �eld.Another governing body for performan
e evaluations is SPEC(http://www.spe
.org/, the Standard Performan
e Evaluation Corpo-ration).MIRA (http://www.d
s.gla.a
.uk/mira/, Evaluation Frameworks forIntera
tive Multimedia Information Retrieval Appli
ations, 1995) wasthe �rst proje
t to take a more formal approa
h to the evaluation ofMultimedia Retrieval systems. Several 
onferen
es and workshops wereheld within this framework.In 1997, Narasimhalu (Narasimhalu et al., 1997) gave a formal 
om-parison of di�erent sorts of CBIR systems (CBIRSs) and how the
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A Framework for CBIR Ben
hmarking 3systems 
ould be evaluated based on users giving ranked relevan
e setsfor a number of query images. Con
rete performan
e measures or imageDBs to use were not proposed and there no example evaluation wasgiven.In 1998, John R. Smith (Smith, 1998) highlighted the ne
essity ofa ben
hmark in CBIR and proposed the use of TREC as a model. Noexample evaluation was done. In 1999 Dimai (Dimai, 1999) des
ribed arank-based measure for 
omparing two di�erent feature sets or CBIRSsto over
ome the short
omings of pre
ision and re
all. For a 
omparisonof two systems this might work, but in a ben
hmark framework manysystems need to be 
ompared. It is also important not to 
ompare thesystems based only on a single performan
e measure, but on severalmeasures. This is be
ause di�erent 
hara
teristi
s are important fordi�erent appli
ation areas and di�erent users might also look for vary-ing performan
e 
hara
teristi
s. Koskela et al. (Koskela et al., 2000)des
ribed performan
e measures to quantify how 
lose together 
lustersof images are in feature spa
e based on their retrieval ranks. This onlyworks well when the images 
an 
learly be 
lassi�ed into disjoint groups.Leung (Leung and Ip, 2000) gave a detailed proposal for a ben
h-mark, stating performan
e measures and the approximate sizes of theDBs. He proposed an initial DB of roughly 1000 images and a numberof 
ategories with not more than 15{20 relevant images for a query.An example evaluation with the measures was not given in the arti
le.In (M�uller et al., 2001a, M�uller et al., 2001
) an approa
h similar toTREC was used for CBIRS evaluation. Measures were proposed andan automati
 ben
hmark implemented based on these measures, withan example evaluation based on one CBIR system. A web interfa
e tothis ben
hmark was added in (M�uller et al., 2001b)None of these papers dis
ussed the diÆ
ult and important questionof how to obtain a large, freely available image database and relevan
ejudgments, a question whi
h has been extensively dis
ussed in the textretrieval 
ommunity (Spar
k Jones and van Rijsbergen, 1975).By far the most promising approa
h to a CBIR ben
hmark is theBen
hathlon (http://www.ben
hathlon.net/). It arose from dis
ussionsat the SPIE Photoni
s West 2000 
onferen
e and the �rst prototypesystem appeared at Photoni
s West 2001. The te
hniques of the ben
h-mark are des
ribed in (Gunther and Beretta, 2001). For the 
onfer-en
e in 2002, a larger DB and a more sophisti
ated ben
hmark isplanned. Several resear
hers from di�erent �elds and various nationsare 
urrently working on this ben
hmark.Besides a 
omparison of general purpose QBE systems there is theneed for a number of di�erent areas of image retrieval to be ben
h-marked separately. In this paper we identify a number of di�erent �elds
mta.tex; 10/01/2002; 14:08; p.3



4 H. M�uller, W. M�uller, S. Mar
hand-Maillet, T. Pun and D. Squirewith spe
ial 
hara
teristi
s to be ben
hmarked in further ben
hmarktests. 2. Problems with ben
hmarking in CBIRThere are many problems in ben
hmarking for every domain. The �rstimportant step is to identify these problems and then �nd solutions tothem. In this se
tion we de�ne the problems and give ideas for initialsolutions.2.1. Image databasesThere is as yet no 
ommon database used in image retrieval. Su
h adatabase would have to be available free of 
harge, no 
opyright shouldhinder its use on the internet and in publi
ations, and it should besuÆ
iently diverse and 
omplex to satisfy many needs.Many existing CBIRSs use the Corel (http://www.
orel.
om/) im-age 
olle
tions for evaluations that 
ontain groups of 100 images, ea
hwith roughly the same subje
t. These images, however, are expensiveand 
opyrighted, and the 
hoi
e of groups determines the diÆ
ultyof the query task. The MPEG-7 (MPEG Requirements Group, 1998)images are also 
opyrighted and may not be used in publi
ations or onthe Internet, whi
h makes them unsuitable for performan
e 
omparisonbetween systems. Another possibility is the image 
olle
tion of the De-partment of Water Resour
es (DWR, http://elib.
s.berkeley.edu/photos/tarlist.txt) in California that is available without 
harge fornon-
ommer
ial use from UC Berkeley. This DB is relatively large(more than 25,000 images), but has only a limited number of di�erentsubje
ts. No relevan
e judgments are 
urrently available for this DB.The DB of the University of Washington (UW), Seattle(http://www.
s.washington.edu/resear
h/imagedatabase/groundtruth/)is available without 
harge and 
opyright and is thus a very good 
an-didate for a ben
hmark. Unfortunately it is still small, with only 922images in 14 image 
lusters, but the hope is to enlarge it with the helpof other resear
h groups. For texture analysis several databases, su
h asthe Brodatz textures and the VisTex textures (http://www-white.media.mit.edu/vismod/imagery/VisionTexture/vistex.html), exist. These databases 
on-tain a few hundred images with sets of di�erent textures. The Ben-
hathlon team is 
reating a database that 
ontains at the momentroughly 3000 unsorted images without 
opyright and is available freeof 
harge, but no relevan
e judgments are yet available.
mta.tex; 10/01/2002; 14:08; p.4



A Framework for CBIR Ben
hmarking 52.2. Relevan
e judgmentsRelevan
e judgments 
ontain the knowledge about the images in thedatabase. Often image DBs 
ontain 
lusters of images with the sameobje
ts (\
ars", \airplanes") su
h as the Corel 
olle
tion or images ofregions (\mountains", \
ities") like the DB of the UW. In this 
asethe 
lusters 
an be regarded as ground truth and one image of the
luster 
an be taken as example image for a QBE query. Unfortunatelyan image from a 
luster has often more similarities with images fromother 
lusters than with those from the same 
luster. For example,a pi
ture of Paris by night has more similarities with other pi
turestaken at night than with daylight pi
tures of Paris that might be inthe same 
luster. Visual similarity within a 
luster 
an vary over agreat range. For these reasons, prede�ned 
lusters are not always avery good 
hoi
e as relevan
e judgments. These �xed image 
lustersalso negle
t the subje
tivity of users. With the same query image users
an look for a 
ompletely di�erent answer set (Squire and Pun, 1997).To model this user subje
tivity, real user tests should be performedwith several users as in (Squire et al., 1999). This is very time 
on-suming and be
omes harder for larger databases. For large databases,pooling 
an be used to limit the number of do
uments at whi
h a personneeds to look (Spar
k Jones and van Rijsbergen, 1975). Unfortunatelythis makes pre
ision/re
all graphs inexa
t (i.e. above approximately50% re
all for TREC (Harman, 1992)). TREC only uses one relevan
eset for ea
h query, whereas in image retrieval several sets are ne
essaryto better model user and task subje
tiveness (Mokhtarian et al., 1996,Squire and Pun, 1997), sin
e it has been shown that target sets varygreatly between users and tasks.A possibility for real ground truth is to use expert opinions inrestri
ted domains su
h as medi
al image sear
h (Shyu et al., 1999,Dy et al., 1999), where a diagnosis 
an be regarded as a relevan
e judg-ment. The performan
e of the system 
an then be 
ompared with thediagnoses. A similar expert opinion 
an be taken in trademark retrieval(Eakins et al., 1998), but experts also may sometimes disagree.There is also the possibility of using textual annotations of imagesfor the generation of groundtruth. More about the textual 
lassi�
ationof images 
an be read in (J�orgensen, 1995). An annotation tool for im-ages is des
ribed in (Pfund and Mar
hand-Maillet, 2002) and a way toobtain relevan
e judgments from annotation in (J�orgensen and J�orgensen, 2002).The great advantage of obtaining relevan
e judgments from annota-tions is that the existing annotation 
an be reused when other queryimages are 
hosen, or the database is enlarged, though 
are needs tobe taken to model the user subje
tivity well. The Ben
hathlon team is
mta.tex; 10/01/2002; 14:08; p.5



6 H. M�uller, W. M�uller, S. Mar
hand-Maillet, T. Pun and D. Squirein the pro
ess of generating annotations for the 
reation of relevan
ejudgments.2.3. Performan
e measuresThere are many performan
e measures used in image retrieval undervarying names (M�uller et al., 2001
) but more and more the meth-ods whi
h have been is use for more than 40 years in text retrievalhave be
ome the standard: pre
ision vs. re
all graphs, as they showthe performan
e of systems well and are easy to interpret. Despitemu
h 
riti
ism of pre
ision and re
all, in both the �elds of text re-trieval (Salton, 1971, Borlund and Ingwersen, 1997) and in the imageretrieval, (Dimai, 1999, Koskela et al., 2000), they still remain the stan-dard measures as they are easy to understand and interpret. In orderto measure the retrieval performan
e for several domains, a number ofperforman
e measures is needed, sin
e di�erent �elds have di�erent re-quirements. Whereas for trademark retrieval a 100% re
all is extremelyimportant, a media sear
h system for journalists must lean mu
h moretowards a high pre
ision in the �rst n = 20 : : : 50 images retrieved(Markkula and Sormunen, 1998).Other 
ommon measures are rank-based measures su
h as those de-s
ribed in (Gunther and Beretta, 2001) and used in MPEG-7(Salembier and Manjunath, 2000).2.4. A

ess to systemsThere is as yet no 
ommonly a

epted a

ess method to CBIRS. Theonly method proposed so far is the Multimedia Retrieval Markup Lan-guage (MRML, (M�uller et al., 1999)), whi
h has already been used fora ben
hmark (M�uller et al., 2001a). This retrieval language o�ers someof the same properties as SQL for doing exa
t queries on databases,but uses the QBE paradigm, as well as supporting the notion of rankedretrieval. Examples of the use of MRML are given in Se
tion 3.2.TREC, and also TREC for video, re
eive retrieval results o�inebefore the a
tual 
onferen
e. This, however, is infeasible for CBIR,be
ause the sear
h for images is mu
h more user- and task-dependent(Mokhtarian et al., 1996) than is text retrieval and thus relevan
e feed-ba
k (RF) must be an integral part of the evaluation pro
ess. Theimportan
e of RF evaluation is shown in Se
tion 4.2.5. Motivating resear
h groups to parti
ipateThe most important part of a ben
hmarking framework is of 
ourse tohave as many resear
h groups as possible to support the ben
hmark
mta.tex; 10/01/2002; 14:08; p.6



A Framework for CBIR Ben
hmarking 7and to parti
ipate in a ben
hmarking event. The Ben
hathlon wrote a
all for papers and parti
ipation to let groups a
tively parti
ipate in thepro
ess of 
reating su
h a ben
hmarking event. It is very important tostate that su
h a ben
hmark should help every parti
ipant to identifygood and bad parts of a system. It is not supposed to be
ome a 
ontestwith a rivalry between the groups, but an event to explain and 
omparete
hniques. 3. A framework for ben
hmarkingA framework for ben
hmarking has to 
ontain not only an event forben
hmarking, where resear
hers 
an ex
hange ideas and 
ompare te
h-niques, but also the possibility to get performan
e results of a CBIRSregularly and easily a

essible. If possible, the ben
hmarking event andthe regular testing should be performed based on the same a

ess te
h-nology, so it is possible to try out the te
hni
al infrastru
ture before realtests, with oÆ
ial results being performed at a ben
hmarking event.3.1. OverviewFigure 1 shows the general stru
ture of the ben
hmark. The 
ommuni-
ation between the ben
hmark server and the ben
hmarked systems isdone in the MRML 
ommuni
ation proto
ol. The ben
hmarked systemsbasi
ally only need to know the URLs of the images in the DB. Theperforman
e measures are openly visible as well be
ause they shouldbe varied enough so they 
apture the entire performan
e of a systemand they 
annot be manipulated as a single measure 
ould possibly be.The ground truth data for the images and even the images 
hosenas query images should not be known by the ben
hmarked systemsas a system 
an try to 
heat when this information is available. If asystem knows the image 
lasses, it 
an of 
ourse always return a perfe
tresponse, although this might not even be a problem. TREC retrievesall results o�ine and nevertheless it is not thought to be 
heated upon,be
ause a possible 
ustomer 
ould of 
ourse test the system on thesame database. Normally the phase of getting the ground truth shouldbe done after all the systems have returned their results be
ause thisfurther prevents 
heating. All the meta-data is written in normal text�les that are not a

essible to the parti
ipants so it 
annot be used forthe query response.
mta.tex; 10/01/2002; 14:08; p.7



8 H. M�uller, W. M�uller, S. Mar
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Relevance
judgements

Image
database

Relevant
images

Judgement
groups

Performance
measures

Retrieval
systems

MRML

Benchmark
server

System
knowledgeFigure 1. Stru
ture of the automated ben
hmark.3.2. What does a CBIRS need to be ben
hmarked?The basi
 prerequisite for a system to be ben
hmarked in this frame-work is to talk MRML. MRML (http://mrml.net/) is an XML-based
ommuni
ation proto
ol for CBIR, whi
h was developed to separatethe query interfa
e from the query engine. It was developed for QBEand thus 
ontains tags for query by positive and negative examples. Ate
hni
al des
ription 
an be found in (M�uller et al., 1999) and severalextensions to the proto
ol have already been proposed.The 
lient 
an open a session on the server, and 
on�gure it a

ord-ing to the needs of its user (intera
tive 
lient) or its own needs (e.g.ben
hmark test). In the example below, a 
lient is opening a sessionon a server and asks for a list of 
olle
tions available on the server.The server then replies with the list of available 
olle
tions, in this 
aseone 
olle
tion with the name UW, for University of Washington. Forsimpli
ity not all �elds of MRML are shown in these examples.<mrml session-id="1"><open-session user-name="anonym" session-name="
harm" /><get-
olle
tions/></mrml><mrml session-id="1" ><a
knowledge-session-op session-id="1" /><
olle
tion-list ><
olle
tion 
olle
tion-id="
1" 
olle
tion-name="UW"></
olle
tion></
olle
tion-list></mrml>
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A Framework for CBIR Ben
hmarking 9A query 
onsists of a list of images and the 
orresponding relevan
e levels,assigned by the user. In the following example, the user has marked twoimages, 1.jpg positive and 2.jpg negative, and has asked to return twoimages as the result. All images are referred to by their URLs.<mrml session-id="1" transa
tion-id="44"><query-step session-id="1" resultsize="2"<user-relevan
e-list><user-relevan
e-element user-relevan
e="1"image-lo
ation="http://viper.unige.
h/1.jpg" /><user-relevan
e-element user-relevan
e="-1"image-lo
ation="http://viper.unige.
h/2.jpg" /></user-relevan
e-list></query-step> </mrml>The server will return the result as a list of image URLs, ordered by theirrelevan
e to the query. In the example below two images 1.jpg and 3.jpg arereturned with relevan
e 0.9 and 0.75 respe
tively. Besides the image lo
ationa lo
ation of a thumbnail to display on s
reen 
an be given.<mrml session-id="1" ><a
knowledge-session-op session-id="1" /><query-result><query-result-element-list ><query-result-element 
al
ulated-similarity="0.90"image-lo
ation="http://viper.unige.
h/1.jpg"thumbnail-lo
ation="http://viper.unige.
h/1t.jpg" /><query-result-element 
al
ulated-similarity="0.75"image-lo
ation="http://viper.unige.
h/3.jpg"thumbnail-lo
ation="http://viper.unige.
h/3t.jpg" /></query-result-element-list></query-result></mrml>To be able to 
ompare systems automati
ally, they need to use the sameset of URLs and the same name as 
olle
tion id to be 
hosen by the 
lient,in this 
ase the ben
hmark. With the help of MRML, all the intera
tion forexample for RF 
an be automated based on the previous results.Thus a server to be ben
hmarked only needs to understand a 
onne
tionrequest for opening a session and a query with example images and it needs to
reate a reply for the opening session by sending all the 
olle
tions availableon the server and a reply to a query by sending a number of results orderedby their similarity to the query. The use of an XLM-based language allowsthe use of standard parsers.Figure 2 shows the 
ow of information of the entire evaluation pro
ess. Theben
hmarking server needs to know the parameters of a CBIRS, i.e. via a web
mta.tex; 10/01/2002; 14:08; p.9



10 H. M�uller, W. M�uller, S. Mar
hand-Maillet, T. Pun and D. Squireinterfa
e. It 
an then open a session on the CBIRS and 
hose the database.After this, queries with all query images the performan
e 
an be 
al
ulatedand as well positive and negative RF 
an be 
al
ulated for the next querysteps. The pro
ess of generating RF 
an be repeated several times, and in theend the performan
e results for the system are shown on s
reen.
Benchmarked
system (client)

Benchmark
Server

Client configuration

Returns capabilities

Initial queries for every
image in query set

Return results for
every query

Calculate performance
measures for every user
and
average the performance
measures
and
generate relevance
feedback (pos. and/or neg.)

Feedback queries for
every image in the query set

Return results for
every query Calculate performance

measures for every user
and
average the performance
measures
and …

Initial queries

Feedback queries

Configuration

Repeat the feedback
steps

MRML

CGI Interface

Results

Benchmark start

Display results

CGI InterfaceFigure 2. Communi
ation done for exe
uting the ben
hmark.In the 
ontext of the Ben
hathlon, an interfa
e to MRML is 
reated soa system available via 
ommand line 
an be integrated as well. An MRML-
ompliant system, the GIFT (GNU Image Finding Tool) is available athttp://www.gnu.org/software/gift/.3.3. What 
an be evaluated in a ben
hmark?There are many di�erent fun
tions that 
an be tested with a ben
hmark anda proper ben
hmark in CBIR de�nitely needs to in
orporate not only one,but several of these tests. All the proposals for evaluation like (Smith, 1998,Dimai, 1999, Leung and Ip, 2000, M�uller et al., 2001a) deal only with the QBEparadigm, but (M�uller et al., 2000) gives an example for evaluation on brows-ing and in (Gunther and Beretta, 2001) several methods are proposed to mea-sure the eÆ
ien
y of systems. It is important to have a mix of measures foreÆ
ien
y and a

ura
y.
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A Framework for CBIR Ben
hmarking 11System developers 
an then de
ide to parti
ipate at one or several ofthe ben
hmarking �elds, so spe
ialized systems (i.e. for medi
al image re-trieval) 
an be tested only in their spe
ialized �eld. Only the part des
ribedin Se
tion 3.3.2 is done in the example evaluation in Se
tion 4For an evaluation of eÆ
en
y it is important to state a des
ription of the
omputer system that the tests are being done with as pro
essor speed andthe amount of memory 
an strongly in
uen
e the results.3.3.1. Looking for a spe
i�
 imageThis part is basi
ally taken from (Gunther and Beretta, 2001). Systems haveto demonstrate the 
apability to extra
t features from a given input imageand sear
h for a 
orresponding image in the image database indexed before-hand. When looking for the exa
t same image basi
ally the response time isimportant, whereas the sear
h for an altered input image has to show that itis a

urate as well.� Sear
h for an exa
t image from the database.� Sear
h with a 
ropped part of an image from the database.� Sear
h with a geometri
ally altered image from the database, su
h asrotated, s
aled, dilatated or shifted.� Sear
h with an image where a part is o

luded.� Sear
h with a 
ompressed image of the database, i.e. strong JPEG 
om-pression.This 
an test the invarian
es of a retrieval system and espe
ially the retrievalspeed. To produ
e altered versions of images is very easy and the relevan
eset 
ontains only the original image.3.3.2. Looking for a number of similar imagesThe sear
h for a number of similar images to a given query image is thestandard QBE evaluation. This part will be the main part for a ben
hmarkand a number of measures for eÆ
ien
y and a

ura
y have to be developed.We propose to use the average rank measure of the Ben
hathlon and BIRDS-I(Gunther and Beretta, 2001) as a leading measure as it is also used for MPEG-7 (Salembier and Manjunath, 2000) and thus has widespread a

eptan
e. Wealso propose a set of measures to be able to better 
ompare the systems.The measures proposed in (M�uller et al., 2001
) are all well known from thetext retrieval �eld and similar to the TREC ben
hmark and are also standardmeasures for CBIR.Three main areas 
an be identi�ed, where the last one 
an be seen as aspe
ial 
ase of the se
ond one.� Evaluation of QBE with known relevan
e judgments.� Evaluation of several steps of positive and/or negative feedba
k.� Evaluate how well a system 
an adapt the output for the same startingimage but with di�erent ground truth sets and thus di�erent RF.
mta.tex; 10/01/2002; 14:08; p.11



12 H. M�uller, W. M�uller, S. Mar
hand-Maillet, T. Pun and D. SquireThe adaptation of a system to what a user really wants 
an only be shownwhen for the same query several relevan
e sets are available. An image witha tree in front of a sunset 
an, for example, be used to sear
h for sunsetsor for trees and a good system must be able to adapt the results with RFa

ording to the users' needs. An example 
omparison of two systems is donein Se
tion 4.3.3.3. Looking for a sket
h of an imageThis test is very similar to QBE, but the information is in general in
ompleteas somebody drawing a sket
h is normally 
on
entrating on the obje
t andnot drawing the ba
kground, and normally the time you take to draw a sket
his limited. Otherwise the same measures for eÆ
ien
y and a

ura
y 
an beused.3.3.4. Target sear
h (or 
alled image browsing)Image browsing was �rst proposed by (Cox et al., 1996) with the Pi
Huntersystem. The goal is to �nd a given image in the database and the performan
eis measured by 
ounting the number of image that a user has to look atbefore �nding the target. A ben
hmark for image browsers is presented in(M�uller et al., 2000).3.3.5. Pra
ti
al appli
ation testsThis test models pra
ti
al fun
tions of a system that are routinely used. Anindex of an image database 
an be generated and the time for this is measured.Then a number of images is added into the database and then images areadded into the database and a query with this image is exe
uted dire
tlyafterwards. Performan
e measures have to measure the eÆ
ien
y of the systemwith respe
t to a given task.� Feature extra
tion and index generation.� Inserting an image into the database.� Inserting an image into the database and �nd a known image similar tothis one.Other fun
tions 
an be added to this part for 
ompletion.3.3.6. Measure the s
alability of a CBIR systemFor many appli
ation it is important that a CBIR system 
an deal with verylarge databases in an eÆ
ient manner. To show the s
alability of a systems,the time for several a
tions like feature extra
tion, index generation and imagequerying 
an be measured for several 
olle
tion sizes, for example with 10; 000,100; 000 and 1; 000; 000 images. This gives means to interpolate the responsetime for even larger image databases.
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hmarking 133.3.7. Tests for spe
ial appli
ation areasImages from di�erent appli
ation �elds have di�erent 
hara
teristi
s and spe-
ialized programs should be tested a

ordingly. Medi
al images are for exam-ple bla
k and white and also satellite images might need 
olor 
hara
teristi
sdi�erent from the ones used for sto
k photography. Many of them 
an be testedwith the same performan
e measures, but �elds su
h as trademark retrievalwill need di�erent performan
e measures as for trademark retrieval re
all isthe essential point and trademark resear
hers are normally used to look at alarge number of images.The pro
ess of getting relevan
e judgments 
an be di�erent be
ause in
ertain �elds real ground truth is available and not as subje
tive as for pho-tographs.3.3.8. Evaluation of CBIR interfa
esIt might not be possible to measure CBIR interfa
e 
ompletely automati
,but users 
an for sure determine how well the information is presented andhow easy it is to give feedba
k or �nd groups of similar images. Measures forthe quality of interfa
es have to be developed. Interfa
es in the 3 dimensionaldomain su
h as (Nakazato and Huang, 2001) show that interfa
es for CBIRSs
an be studied mu
h more than this is the 
ase at the moment.3.4. Flexibility with respe
t to the problems inben
hmarkingA ben
hmarking framework has to have a maximum 
exibility so it 
an beused for all the performan
e tests des
ribed above and so the addition andtesting of new parameters 
an easily be done adjusting the system and withouta new system design. We 
hose MRML as the query language but the otheraspe
ts important for evaluation 
an easily be adapted in 
on�guration �les.3.4.1. Image databasesThe system 
an use any image database and also databases of other obje
tsthat 
an be spe
i�ed by a URL as a unique identi�er. We would like all theimages to be freely available on the internet and we also would like to havethe possibility of distributed image databases. We tried out the ben
hmarkserver with several image databases. For the example evaluation in Se
tion 4we 
hose the image database of the University of Washington be
ause it isavailable free of 
harge and without 
opyright.3.4.2. Relevan
e judgmentsThe ben
hmark server 
an work with a single set of relevant images, but it
an also have several di�erent relevan
e sets for the same query image. Thusit is possible to use groupings of a database as relevan
e judgments as wellas expert opinions, real user judgments or relevan
e judgments derived fromannotations. The example evaluation in Se
tion 4 is done with the groupings ofthe UW database, but it has also been tested with several relevan
e 
ategories
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hand-Maillet, T. Pun and D. Squirefor ea
h query image. In this 
ase the results are averaged over all relevan
esets and RF is 
al
ulated separately for ea
h relevan
e set.3.4.3. Performan
e measuresNew performan
e measures 
an easily be added to the system and a numberof measures for eÆ
ien
y and a

ura
y is already 
al
ulated in Se
tion 4.Espe
ially in the beginning phases it might be important to try out an evenlarger number of performan
e measures to 
ompare the information they 
on-tain. As a leading measure a normalized average rank measure as explained in(Gunther and Beretta, 2001) and used in MPEG-7 (Salembier and Manjunath, 2000)is 
hosen, but the example evaluation shows well that the di�erent measuresall have their utility.3.5. A web interfa
e to a permanently a

essibleben
hmark serverIn (M�uller et al., 2001b) a web interfa
e is added to a ben
hmarking server tohave a ben
hmark 
onstantly a

essible http://viper.unige.
h/evaluation/.The results may not be oÆ
ial, but it is a good means to test the MRMLte
hnology, and it gives a qui
k evaluation of a system, so even small 
hangesin the features or the query me
hanism 
an be 
he
ked straight away.The CGI Interfa
e shown in Figure 3 allows the user to enter a numberof parameters that the system needs to exe
ute the ben
hmark. The system

Figure 3. A s
reenshot of the web-based ben
hmark.name is only an identi�
ation of the ben
hmarked system to the server, it 
an
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hmarking 15be left at anonymous if the developers want their system to stay unknown.Important for the 
ommuni
ation are the host name and the port number ofthe system to ben
hmark. These two parameters are absolutely needed to startthe MRML 
ommuni
ation on this so
ket. The 
hoi
e of a DB determines thequeries and the relevan
e judgments the web-based ben
hmark will use. TheDB ID is important for the ben
hmark server to 
hose the DB via MRML.The number of RF steps �nally determines the number of query steps thatare done with the system. The �rst step is in this 
ontext the step with onlyone query image and no RF.If a number of systems uses this ben
hmark it is also possible to do anonline ranking of systems performing best at the test.4. An example 
omparisonTo demonstrate the usefulness of our ben
hmarking framework, we 
ompareda retrieval system using a simple histogram interse
tion (HI) based on theHSV spa
e with 166 
olors (18 hues, 3 saturations, 3 values and 4 grey levels),with the Viper system des
ribed in (Squire et al., 1999) using lo
al and global
olor and texture measures. All tests are done on a four pro
essor PC runningLinux with Intel Pentium III 550 MHz CPUs and 1 GB of main memory. Theindi
es are stored and read from hard disk.The DB of the UW 
onsists of 922 images that are in 14 di�erent 
ategories,normally geographi
al areas.We use the �rst image of a group as a query imageand all the images of a group as the relevan
e set, no matter how visuallysimilar or di�erent they are. The queries are in general relatively easy andoften the image sets do 
ontain a few dominant 
olors so the HI is expe
tedto work well. We also always re
eive the entire database as a result set, sofor the averaged normalized rank we do not need to worry about penalizingmissed images as the entire database is retrieved.Table I. Results for Viper with the Washington DB.Measure no RF RF 1 RF 2 RF 3 RF 4NR 65.14 65.14 65.14 65.14 65.14t 1.88 s. 2.88 s. 3.23 s. 3.43 s. 3.54 s.Rank1 1.5 1 1 1 1R(P (:5)) .3798 .5520 .6718 .6594 .7049�Rank 176.44 152.28 116.13 107.04 104.37R̂ank .1583 .1318 .0921 .0821 .0793P (20) .5392 .7357 .8642 .8892 .9107P (50) .4057 .5271 .6085 .6328 .6257P (NR) .3883 .5256 .6138 .6640 .6553R(100) .4839 .6070 .6924 .7279 .7208
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hand-Maillet, T. Pun and D. SquireTable I shows the results for the Viper system and we 
an see that the�rst two feedba
k steps strongly enhan
e the results. The rank of the �rstrelevant shows that only in the �rst step there was a non-relevant in the �rstposition in at least one result and from then on there were always relevantimages at the beginning of the results. The speed for a query is getting slowerwith more feedba
k images being added, but only the �rst feedba
k step issigni�
antly slower than the pre
eding one. The measure P (20) shows that inthe �rst query step an average of 11 of the �rst 20 images was relevant andthis rises to 18 out of 20 with four steps of feedba
k.Table II. Results for HI with the Washington DB.Measure no RF RF 1 RF 2 RF 3 RF 4NR 65.14 65.14 65.14 65.14 65.14t 1.45 s. 1.76 s. 1.84 s. 1.91 s. 1.97 s.Rank1 7.29 1.07 1 1 1R(P (:5)) .313 .4857 0.454 .4854 .4638�Rank 182.26 148.08 135.48 133.14 133.73R̂ank .1634 .1273 .1134 .1109 .1115P (20) .5143 .7393 .7571 .7571 0.775P (50) .4286 .53 .5571 .57 .5657P (NR) .3954 .5313 .5525 .5644 .557R(100) .4977 .5959 .6268 .6371 .6373When we 
ompare Table I with Table II we 
an see that the HI is faster thanthe Viper system and for the one-shot-query and even the �rst step of feedba
kthe results are very similar with a few measures even being better for the HI.Only the �rst relevant image is signi�
antly worse for the HI in the �rst querystep. But starting from the se
ond feedba
k step the histogram interse
tiondoes not get mu
h better whereas the Viper system has a signi�
antly betterperforman
e. After four steps of feedba
k the pre
ision after 20 and 50 imagesis 14% and 6% better and the re
all where the pre
ision drops below :5 is even25% better.Figure 4 shows that in the �rst query step and the �rst step of RF theViper system performs only for the �rst few returned images better than a HIand in the middle part both systems are very similar. A 100% re
all is evenrea
hed earlier with the HI.Figure 5 shows that Viper is mu
h better with respe
t to several steps ofRF than a simple HI. With ea
h step the gap in the performan
e widens andthe additional feature information in Viper proves to be important.This example evaluation was done 
ompletely automati
 and it shows thatsystems 
an be 
ompared with ea
h other pretty well with su
h a mix ofperforman
e measures. It also highlights the importan
e of RF as the twosystems perform quite similar in the �rst feedba
k step but a large gap isvisible for further feedba
k steps.
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Figure 4. Comparison between Viper and HI of the �rst query step and the �rststep of RF.
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Figure 5. Comparison between Viper and HI of RF steps 2, 3 and 4.5. Con
lusion and future workWe present in this arti
le a framework that needs to be established for ben
h-marking in CBIR. Several parts of the framework are already implementedwhi
h is shown with an example evaluation but it is very important forany ben
hmark to get a

eptan
e in the resear
h 
ommunity. To get thisa

eptan
e an independent governing body needs to be established that pro-motes the ben
hmark. To do this we 
an learn from su

essful ben
hmarkssu
h as TREC in text retrieval and TPC for the database 
ommunity. TheBen
hathlon is an important step into this dire
tion.
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hand-Maillet, T. Pun and D. SquireIt is very important to keep the dis
ussion on performan
e evaluation goingand to be able to 
onvin
e everyone that in the long run everybody will pro�tfrom a proper performan
e evaluation. A ben
hmarking event should not somu
h be seen as a 
ompetition but mu
h more as a dis
ussion platform to
ompare te
hniques and features and to learn from others. Other ben
hmarkslike the TPC took a while before they be
ame oÆ
ial ben
hmarks with agoverning body, but it is important to keep the dis
ussion on ben
hmarkingin CBIR going.Mu
h work de�nitely needs to be done for the foundations of a ben
hmark.Many images are now freely available, but work needs to be done to 
onstru
tseveral large and varied image databases as well as image databases for spe-
ial appli
ation areas su
h as medi
al images or trademarks. The most workintensive part will de�nitely be the generation of relevan
e judgments for theimages and this is also the most important be
ause the quality of the resultsis dire
tly dependent on the quality of these relevan
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