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Abstract
Despite its elusiveness as a concept, ‘artificial intelligence’ (AI) is becoming part of everyday life, and a range of empirical 
and methodological approaches to social studies of AI now span many disciplines. This article reviews the scope of eth-
nomethodological and conversation analytic (EM/CA) approaches that treat AI as a phenomenon emerging in and through 
the situated organization of social interaction. Although this approach has been very influential in the field of computa-
tional technology since the 1980s, AI has only recently emerged as such a pervasive part of daily life to warrant a sustained 
empirical focus in EM/CA. Reviewing over 50 peer-reviewed publications, we find that the studies focus on various social 
and group activities such as task-oriented situations, semi-experimental setups, play, and everyday interactions. They also 
involve a range of participant categories including children, older participants, and people with disabilities. Most of the 
reviewed studies apply CA’s conceptual apparatus, its approach to data analysis, and core topics such as turn-taking and 
repair. We find that across this corpus, studies center on three key themes: openings and closing the interaction, miscom-
munication, and non-verbal aspects of interaction. In the discussion, we reflect on EM studies that differ from those in our 
corpus by focusing on praxeological respecifications of AI-related phenomena. Concurrently, we offer a critical reflection 
on the work of literature reviewing, and explore the tortuous relationship between EM and CA in the area of research on AI.
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1 Introduction

The relationship between society and the range of “tech-
niques and technologies that travel under the sign of AI” 
(Suchman 2023b) is permeated with paradox: AI seems to be 
concurrently a conceptual impossibility and a social reality 
(Jaton and Sormani 2023). On the one hand, from its outset, 
the notion of ‘artificial intelligence’ (AI) has been subject 
to a powerful conceptual critique of the distinctions and 
continuities between ‘artificial’ and ‘natural’, ‘human’ and 
‘machinic’, and the centrality of ‘mind’ and ‘intelligence’ 
(e.g., Button et al. 1995; Coulter 1985; Dreyfus 1965). On 

the other hand, AI has nonetheless become a social object: 
something that can be talked about (e.g., Mlynář et al. 2022; 
Petersson et al. 2022), for example seen as a promise or a 
threat (e.g., Kotásek 2015; Smith 2019), or attributed with 
societal agency (e.g., Bellon and Velkovska 2023; Collins 
2018). These shifting discourses of AI and its social contexts 
have led to a diffuse range of empirical and methodologi-
cal approaches to social studies of AI spanning many dis-
ciplines (Caluori 2023). From fields of research invested in 
advancing technology, to critical examinations of its effects, 
risks, and implications, Suchman (2023b: 2) points out that 
treating AI as a self-evident and unitary topic of study risks 
effacing the “work being done by the figure of AI in specific 
contexts”. The elusive concept of AI, coupled with its pur-
ported ubiquity and increasing encroachment into all aspects 
of everyday life (Elliott 2019; Pflanzer et al. 2023) has con-
tributed to a ‘situational deficit’ (Marres and Sormani 2023) 
in social studies of AI that risks failing to “describe how 
AI features in the world as it is” (Brooker et al. 2019: 296).
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This article reviews the scope of ethnomethodological 
and conversation analytic (EM/CA) approaches to AI. In 
general terms, EM is a sociological program that examines 
and describes members’ methods of producing mundanely 
recognizable social activities, while treating these everyday 
methods as topics of empirical study (Garfinkel 1967, 2002). 
CA applies these principles to empirically investigate the 
sequential organization of “talk-in-interaction” (Sacks 1992; 
Schegloff 2007), as well as the categorization work involved 
(see, e.g., Stokoe 2012). The shared focus and affinity of 
these two approaches rests in their “phenomenon-locating 
feature” (Wieder 1999: 168) through meticulous studies of 
the constitutive details of social order—although the spe-
cific ways of locating and accessing phenomena in EM 
and CA may differ, as we discuss below. These approaches 
bring about a conceptualization of AI as a phenomenon 
emerging in and through situated action, and amenable to 
detailed studies of human sociality and social interaction. 
As introduced by Suchman (1987, 2007), the term ‘situated 
action’ incorporates the principles of EM/CA and develops 
the notion of meaningful action as depending “in essential 
ways on its material and social circumstances” (2007: 70), 
inviting the study of “how people use their circumstances 
to achieve intelligent action” (ibid.).1 Within social studies 
of AI, research informed by EM and CA draws focus on the 
forms of practical action and reasoning that constitute the 
detailed local organization of people’s interaction with and 
among AI systems. The notion of situated action highlights 
how AI-based technologies may be used as a resource to 
produce actions in social situations, or constituted as social 
agents that engage in interactions rooted in distinct social 
contexts. Whereas human–computer interaction (HCI) tends 
to study retrospective accounts and perceptions of interac-
tions with AI through, e.g., questionnaires or interviews, 
EM/CA studies “interactions themselves, as they unfold and 
are accomplished” (Tuncer et al. 2023: 2). This approach 
provides access to the constitutive detail of produced social 
orderliness that is the “normally thoughtless” (Garfinkel 
2022b: 153), “unquestionable background of matters” (Gar-
finkel 1967: 173): tacit but observable aspects of the social 
life of AI.2

Although EM/CA research also  tends to prioritize the 
production of empirical research, here we take up Ander-
son and Sharrock’s (2017) suggestion to review and reflect 
on collections of existing studies—in this case focusing on 
studies of AI in situated action. This emerging literature is 
scattered across disciplines, and has appeared under various 
methodological, topical, and field-specific banners including 
human–computer interaction (HCI), human–robot interac-
tion (HRI), computer-supported cooperative work (CSCW), 
workplace studies, and interactional linguistics. Although 
originally developed in response to foundational issues in 
sociology, EM and CA are now embedded within various dis-
ciplinary domains reaching from linguistics to psychology and 
examining activities as diverse as coffee tasting, rock climb-
ing, pediatric oncology, and court trials, among many others. 
Partly because of the resulting methodological differences 
between branches of EM and CA, and partly because of the 
vast range of specific phenomena and situations now glossed 
as ‘AI’, an exploratory scoping process is required to provide 
an overview of this body of work. In this article, we present 
and discuss the findings from our ‘scoping review’: a method 
used for mapping out a broad area of research that may turn 
out to include a heterogeneous collection of study designs, 
phenomena, and research objects (Arksey and O’Malley 
2005). Bringing parts of this dispersed field together, we aim 
to trace trends and directions, consolidate significant findings, 
and showcase the distinctive contribution of EM/CA to the 
broader field of social studies of AI. We also reflect on the 
research procedure of the scoping review itself, and ask what 
we might infer from reflexively exploring the ‘reviewability’ 
of a prospective field of studies of AI in situated action.

2  Background: EM/CA 
and technology‑in‑action

In Everyday Automation, Pink et al. (2022: 1) describe 
how discussions of AI are “shrouded with narratives which 
highlight extreme and spectacular examples” rather than 
the mostly mundane experiences we have with automated 
technologies. Although anthropomorphic robots or self-
driving vehicles might still carry a (temporary) sense of 
spectacle, EM/CA focuses specifically on how ‘ordinari-
ness’ is produced and maintained (Sacks 1984b). Situated 
action, as an empirical and methodological focus, centers 
local methods of reasoning and social organization by asking 
what people manifestly do with technologies, and what kind 

1 In the first edition of the book (Suchman 1987), the formula-
tion is slightly different in its first part: “… the term situated action 
… underscores the fact that the course of action depends in essen-
tial ways upon the action’s circumstances. Rather than attempting to 
abstract action from its circumstances and reconstruct it as a rational 
plan, the approach is to study how people use their circumstances to 
achieve intelligent action” (p. 35).
2 Garfinkel’s phrase “normally thoughtless” does not submit that 
people act without thinking. Rather, it underscores that EM/CA’s 
phenomena consist of mundane and routine practices that are, for 
competent members of society, usually accomplished without pre-
liminary planning or thorough deliberation. As such, they are also 
done without the need for explicit specification or explanation, and 

therefore characteristically “seen but unnoticed” (Garfinkel 1967: 37), 
“acknowledged but tacit and unexamined” by members (Garfinkel 
2022c: 21). On the broader importance of considering “tacit knowl-
edge” in the study of AI see, e.g., Gill (2023).
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of everyday sense-making work is intertwined with these 
doings. Studying AI in this way enables researchers to ask if 
‘smart devices’ and ‘intelligent machines’, as they are used 
and embedded in everyday life, present the much-vaunted 
profound transformations of the social world, and how, in 
practical terms, they might impact how we live and work. 
The EM/CA studies of AI we review here have contributed 
a systematic, reflective focus on how interactions unfold in 
ways that are demonstrably consequential for users (Reeves 
2019b), by looking at how these technologies enable and 
constrain the practical organization of everyday social inter-
action. Before presenting our findings, we briefly introduce 
the relationship between EM and CA in the context of tech-
nology and computation.3

The field of EM/CA, broadly conceived, includes at least 
three distinctive but related strands of research: concep-
tual, conversational, and practical/self-instructive analysis 
(Sormani 2019). Historically, EM developed in the 1950s 
from the work of Harold Garfinkel (2019a [1959], 1967) and 
colleagues, drawing on Parsons’ systems theory (Garfinkel 
2019c) and Schutz’s and Gurwitsch’s social phenomenology 
(Garfinkel 2021, 2022a).4 One of the central concerns of 
EM is the temporal and sequential achievement of ordinary 
activities (Coates 2022; Rawls 2005). The meaning of inter-
actional conduct, here, is not established in advance, but is 
always situated in lived time, reflexively establishing the 
“witnessable order” (Livingston 2008) of activities through 
which sense is produced and recognized, discovered and 
abandoned, for all practical purposes. Harvey Sacks (1967, 
1992) and colleagues later developed this aspect of EM as 
a ground-breaking approach to the study of language and 
social interaction.5 As a discipline, CA studies the orders of 

talk-in-interaction (Schegloff 1988; Psathas 1995). Its unique 
“analytic mentality” (Schenkein 1978) is based on detailed 
scrutiny of audio-visual recordings of ‘naturally-occurring’ 
interactions, aiming to describe their local orders of organ-
ization such as turn-taking (Sacks et al. 1974), sequence 
organization (Schegloff 2007), categorization (Sacks 1972), 
and other features of ordinary interaction.

Although EM and CA share historical and philosophi-
cal origins, their divergence is a point of ongoing debate. 
Clayman et al. (2022) highlight Erving Goffman’s distinc-
tive contribution to CA’s structural focus on the domain of 
social interaction.6 Button et al. (2022) argue that this focus 
has transformed CA and drawn its centre of gravity towards 
topics and concepts in linguistics. This has potentially side-
lined more sociological aspects of ‘early’ CA such as mem-
bership categorization (Housley and Fitzgerald 2002: 59). 
Another point of divergence between EM and CA has been 
the development of applied CA (Antaki 2011) as a burgeon-
ing social science research method engaged in developing 
interventions in e.g., communication training (Stokoe 2014), 
medical interaction (Robinson and Heritage 2014), or other 
settings rich in institutional talk. Similarly, Haddington et al. 
(2023) point out that both EM’s and CA’s engagements with 
new—often technologized—domains of social action have 
always provided opportunities for reconsideration of its 
methodological principles, issues, and research procedures. 
As we discuss below, combining EM and CA in the process 
of conducting a scoping review draws out the ‘heuristic ten-
sions’ (Sormani and von Lehn 2023) between the ways dif-
ferent approaches and interpretations of this research legacy 
have evolved.

Whether considered together or separately, for the last 
four decades, EM and CA have offered rich insights into a 
range of technical fields spanning inception and conceptual-
ization to design and evaluation including, e.g., the practical, 
interactional work of mathematicians (Greiffenhagen 2014; 
Livingston 1986), scientists (Garfinkel 2022c; Lynch 1993), 
and software developers (Suchman and Trigg 1993). Simi-
larly, since EM/CA’s earliest studies of talk on the phone 
(e.g., Schegloff 1968), this approach has offered insightful 
perspectives on interactive technologies by revealing the 
intricate workings of interactional processes (Heath and Luff 
2022; Mlynář et al. 2018). There is also a long tradition of 
EM/CA studies of computing, technology, and interaction 
with, through, and around machines. For example, Sud-
now’s (1983) groundbreaking account of learning to play the 
video game Breakout combines phenomenology and EM, 

3 For related  discussions and overviews, see, e.g., Grudin (2009); 
Harper (2019); Moore (2012) Moore and Arar (2019); Moore et  al. 
(2023); Randall et al. (2021).
4 In the late 1960s, Garfinkel had already recognized the importance 
of early chatbots such as ELIZA (Weizenbaum 1967) for studying 
how people make sense of the social world. In the 1980s and 1990s, 
he was also in close contact with researchers in the field of AI such 
as Yves Lecerf (1963) and Phil Agre (1997a). Although Garfinkel’s 
interests in computation and AI did not lead to publications during 
his lifetime, they can be reconstructed through archival materials (see 
Eisenmann et al. 2023a). For Garfinkel, at the time, ‘human–machine 
interactions’ were perspicuous settings in which the routine proce-
dures of sensemaking in everyday life are made visible, observable, 
and investigable.
5 In addition to “the ethnomethodological foundations of conversa-
tion analysis” (Lynch 2000), it is also possible to consider “the con-
versation analytic foundations of ethnomethodology” (Lynch and 
Livingston 2017). Although EM historically precedes CA, and Gar-
finkel had profound impact on Sacks’ work, CA’s radical preoccupa-
tion with naturally organized phenomena and their formal structures, 
discovered by working through collections of empirical material, has 
also influenced EM’s developments (Garfinkel 2022b, c) such as the 
later ‘studies of work’ program (Garfinkel 1986).

6 Although Garfinkel was close with Goffman over many years (e.g., 
Rawls 2023), their approaches to the study of social order are radi-
cally different—while EM, CA and Goffmanian sociology can also be 
productively combined (see, e.g., Mondada and Peräkylä 2023; Shar-
rock 1999; Smith 2003).
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reflexively detailing the process of achieving mastery. Fol-
lowing the EM principle of unique adequacy (Garfinkel and 
Wieder 1992) that urges researchers to obtain routine com-
petences in the investigated activities, Sudnow “becomes 
the phenomenon” (Reeves et al. 2009: 209), studying the 
practical constitution and advancement of his own skillful 
playing (see also Sormani 2022). Suchman’s (1987) influen-
tial study of users’ work with the help system of a complex 
photocopier draws more on CA’s approach to audio-visual 
recordings of interaction7 to critique HCI models based 
on pre-established mental plans, showing that plans are 
resources that people use in situated actions. Suchman’s pio-
neering challenge to cognitivist conceptualizations of human 
action in AI points to EM’s fundamental reconceptualization 
of central topics in computation and technology—as taken 
up in Dourish and Button’s “technomethodology” (1998). 
Within these fields, however, EM/CA is more usually sub-
sumed by the priorities of computer science through ‘user 
studies’ and providing ‘implications for design’ (see Dourish 
2006). Despite its influence in research on human–machine 
interaction, EM/CA has not yet brought about a substantial 
transformation of the practical ways in which technologies 
are typically conceived, designed, developed, and tested (see 
Crabtree 2004).

Earlier ‘waves’ of AI research have also prompted sub-
stantial responses from EM/CA research (e.g., Gilbert and 
Heath 1985; Button et al. 1995), and have framed key empir-
ical questions about how fundamental structures of talk-in-
interaction might, as Schegloff (1980: 81) puts it, “enter into 
the participation of humans dealing with computers”. How-
ever, it is only relatively recently that various technologies 
commonly associated with AI have become such a routi-
nized and pervasive part of everyday life (Hirsch-Kreinsen 
2023; Pilling et al. 2022) that a sustained empirical focus 
on AI is starting to emerge within EM/CA more broadly. 
The findings of EM/CA research are both distinctive and 
complementary to the broader context of social studies of 
AI. They are distinctive in identifying previously neglected 
phenomena and describing them in detail. Yet they also offer 
a “praxeological respecification” (Button 1991; Garfinkel 
1991; Hester 2009) of established themes in the social sci-
ences such as cognition, emotions, knowledge, ethics, and 
trust. By focusing on practical action and reasoning in eve-
ryday and specialized settings, EM/CA explicates the taken-
for-granted features of social scenes that are manifestly rel-
evant for participants. While centering situated action, or 

inter-action, rather than its individual participants (be they 
‘humans’ or ‘machines’), these studies describe the methodi-
cal procedures for achieving concerted, orderly courses of 
action as well as dealing with troubles and misunderstand-
ings. This scoping review aims to show how EM/CA studies 
of AI in situated social action help map and track the ways 
these technologies and discourses have interacted with eve-
ryday social life over the last four decades.

3  Conducting the scoping review of ‘AI’ 
in interaction

Drawing a boundary around ‘AI’ is already challenging 
enough (Caluori 2023), and even more so when develop-
ing a gloss that can circumscribe AI within the volatile field 
of ‘EM/CA’: itself an “increasingly incoherent bucket cat-
egory” (Jenkings 2023: 5), with its own contested interpreta-
tions and definitions (Button et al. 2022). We, therefore, use 
a ‘scoping review’ method to “describe in more detail the 
findings and range of research in particular areas of study, 
thereby providing a mechanism for summarizing and dis-
seminating research findings” (Arksey and O’Malley 2005: 
21; cf. Munn et al. 2018). Whereas systematic reviews usu-
ally address well-established academic literature, a scoping 
review of EM/CA research (e.g., Mayor and Bietti 2017; 
Pilnick et al. 2018; Saalasti et al. 2023) lets us explore the 
breadth and scope of studies of AI in situated action. Since 
the scoping review process probes the feasibility of collect-
ing and summarizing a body of work, it also foregrounds the 
methodological challenges of reviewing such an inherently 
diverse and particularized set of studies. Firstly, for EM/CA’s 
analytic descriptions “concreteness [should] not be handed 
over to generalities” (Garfinkel 1991: 15), so findings tend 
to resist straightforward summarization. Secondly, from an 
EM perspective, measurement and countability in bibliomet-
rics and systematic literature searches are topics of study, 
not transparent analytic practices (Churchill 1971; Cicourel 
1964; Bovet et al. 2011; Mair et al. 2022). Nonetheless, the 
scoping review presents an opportunity to synthesize a sup-
positional collection of studies, while considering the oppor-
tunities and limitations of this approach. In the present arti-
cle, we begin with a review of 53 scientific communications 
that apply a range of EM/CA analytic principles and methods 
to study AI in interaction, taking stock of their specificity, 
contributions, and preoccupations. We draw our selection for 
review using a speculative gloss of ‘AI’ that, in this context, 
includes any studies that discursively frame a technological 
artifact as occupying a social role conventionally reserved for 
human interactants. These various technologies, including 
algorithms, robots, conversational interfaces, and self-driving 
vehicles, seem to be loosely related by intuitively evident, but 

7 Although Suchman’s research strategy has shifted over the years 
from “communication” to include broader “sociotechnical configura-
tions” (our thanks to an anonymous reviewer for pointing this out)—
see, e.g., Suchman (2023a), but also the second edition of Plans and 
Situated Action (Suchman 2007)—the EM/CA underpinning of her 
most influential work is still manifest and relevant.
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exhaustively unspecifiable “family resemblances” (Wittgen-
stein 1953: §65–71).8

Rather than focusing on specific types of AI-labeled tech-
nologies, here we follow Schwartz’s (1989: 199) concise 
characterization of AI systems as “social actors playing social 
roles” to explore how participants’ social actions incorporate 
discourses and practical interpretations of AI. This working 
definition of AI is intentionally ‘vernacular’ or even ‘naïve’ 
in the sense that it takes AI-labeled devices at face value 
without problematizing their ‘intelligence’. Examples would 
include technology that serves as a driver, a tutor, a student, a 
caller/answerer of the telephone, or a chess player.9 We avoid 
a technical definition of AI because many systems use com-
puter science techniques that fall under the category of AI 
without this ever becoming apparent to ordinary users (e.g., 
text-to-speech or content-recommendation algorithms), and 
their AI-ness thus may not be demonstrably relevant from a 
members’ perspective. Depending on the specific application, 
AI techniques are also combined in heterogeneous ways. For 
example, a scripted social robot that uses Natural Language 
Processing (NLP) to deal with input and Natural Language 
Generation (NLG) to ‘speak’ its output technically uses AI 
to function, but the scripted ways it conducts itself within the 
interaction are not driven by AI. The implementation of AI in 
such a machine is incomparable to a system that uses AI to 
drive its central functions, such as the game system AlphaGo 
(Silver et al. 2016; see also Sormani 2023).

Our working notion of EM/CA was similarly ‘naïve’ in 
that we simply included any publications that the authors 
identified as contributions to EM and/or CA by explicitly 
claiming that affinity in the text. The studies reviewed here 
all focus on the local organization of practical action and 
reasoning around machines that are plausibly recogniz-
able (to the people interacting with them) as a form of ‘AI’, 
through the detailed analysis of transcribed audio or video 
recordings of social interaction. In line with the approach of 
the scoping review, we avoid doing quality assessments of 
the reviewed studies (Arksey and O’Malley 2005: 22). These 
working definitions allowed us to begin the review process, 
while taking into account some key methodological implica-
tions and limitations, as we discuss below.

The review includes EM/CA work published in Eng-
lish, German, and French. We are aware that this excludes 

relevant work published in Japanese and Chinese, amongst 
other languages, due to lack of our language competence. 
We started working on the review in 2021 and the last 
retrieval was on 21 December 2022, shortly after the onset 
of the current wave of public interest in AI based on the wide 
availability of large language models and ‘generative AI’. 
Our article thus offers a snapshot taken at the point in time 
when it was already clear that the topic would soon become 
even more prominent as further studies began to appear. In 
the discussion, we briefly reflect on the most recent direc-
tions in EM/CA research of AI in situated action.

Since our target studies fell between disparate fields and 
appeared in many different journals, conference proceed-
ings, and (often less well indexed) edited collections, we 
used a range of specialist bibliographies and scholarly search 
engines. Following Mayor and Bietti (2017), we began col-
lecting relevant texts using the EMCA Wiki,10 a specialist 
bibliography database that has been systematically archiving 
metadata of all publications in the field (primarily books 
and journal articles). The Wiki’s editorial policy considers 
a textual self-identification with or substantial relevance to 
EM and/or CA as the only criterion for inclusion. A search 
of the EMCA Wiki provided 76 studies that self-identify as 
related to or grounded in EM/CA and at the same time deal 
with various AI-related technologies. Of these, 30 texts pre-
sented findings that fell within our working definition of AI. 
To ensure that our collection was as complete as possible, 
we also used several academic search engines: ACM, IEEE, 
LLBA, Springer, and Web of Science (see Appendix 1 for the 
search strategy used). Only studies that focused on the local 
order of interacting with and around AI, and that employed 
the analytical orientations described above were included in 
our corpus. This secondary search yielded 18 further studies. 
Five more articles were found through ‘snowball’ sampling 
by examining references from the articles already collected 
in this way. We searched the text of these articles to ensure 
they either discussed EM/CA approaches or made explicit 
use of their conceptual and methodological apparatus.

This sequence of steps yielded our final corpus of 53 text 
units in total, published between 1994 and 2022 (13 were 
older than 10 years): 4 book chapters, 26 conference papers, 
and 23 journal articles.11 While the conference papers were 
all published in venues linked to the fields of HRI (~ 42%), 
HCI (~ 50%), and HAI (~ 8%), most full-length articles were 
published in sociological journals (~ 58%). The reviewed 
studies appeared across a diverse range of disciplinary ven-
ues including linguistics, clinical medicine, philosophy, 

8 One of the available labels for this ‘family’ is the acronym 
STAARA, meaning “Smart Technology, Artificial intelligence, Auto-
mation, Robotics, and Algorithms” (e.g., Zhang and Jin 2023). On 
the matter of defining ‘social’, ‘intelligent’ machines, see also Jones 
(2017).
9 Of course, many technologies can be said to perform work histori-
cally undertaken by humans. For example, ‘calculator’ was originally 
a human job title, but note that electronic calculators (as we under-
stand the term today) are no longer also treated as human interactants.

10 Available on-line: https:// emcaw iki. net/ EMCA_ bibli ograp hy_ 
datab ase.
11 For the sake of consistency and comparability, book-length mono-
graphs as well as conference contributions shorter than three pages 
were excluded from the collection.

https://emcawiki.net/EMCA_bibliography_database
https://emcawiki.net/EMCA_bibliography_database
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psychology, engineering, and communication. We synthe-
sized the studies with regard to four different aspects: the 
technology under examination (robot, voice assistant, etc.), 
how it operated (autonomous, Wizard of Oz, etc.),12 how the 
experiment was set up or which settings/participants were 
studied, and which interactional phenomena were analyzed.

4  Findings: technologies, interactions, 
and praxeology of AI

We give a general overview of the results of our scoping 
review in Sect. 4.1, while Sect. 4.2 outlines the general 
trends we identified in the kinds of technologies and users 
involved in the EM/CA studies in our corpus. As a result 
of our inclusion criteria, most of these studies apply CA’s 
conceptual apparatus, its approach to data analysis, and core 
CA phenomena such as turn-taking, repair, openings and 
closings.13 We summarize the empirical findings reported 
across this corpus centering on three key themes: opening 
and closing the interaction, miscommunication, and non-
verbal aspects of interaction. A first, overall insight from 
our scoping review is the observation that by specifying 
a particular approach to empirical materials, our work-
ing definition excludes a significant body of research that 
adopts alternatively empirical EM/CA approaches to explor-
ing the basis of AI as a social phenomenon.14 Since it may 
extend beyond the material of talk-in-interaction, this work 

often engages more reflexively with the presuppositions of 
‘humanness’ and ‘artificiality’ that underpin the construction 
of the interactional settings and roles featured in our scop-
ing review corpus. We, therefore, discuss this important and 
complementary body of work in relation to the results of our 
scoping review in Sect. 5.1 of the discussion.

4.1  General trends

4.1.1  Technologies studied

The 53 studies in our corpus feature a wide range of technol-
ogies (see Fig. 1). Robots were studied most often (n = 27) 
followed by Voice User Interfaces (VUI; n = 13) and Virtual 
Agents (VA; n = 9). One article investigated how technical 
agency is granted to an artifact by comparing interaction 
with a virtual agent (Max) to interaction with a walking aid 
(Krummheuer 2015a). Overall, there is a clear tendency 
in our corpus towards studies of technologies that involve 
the use of spoken language such as VUIs, VAs, and social 
robots.

The robots studied were mostly humanoid, although 
Muhle (2008) studied interaction with an Aibo robot dog 
and Pitsch and Koch (2010) presented a case study of a tod-
dler interacting with an advanced toy robot dinosaur named 
Pleo. In both studies, the robot was programmed to act in a 
way that would resemble animal-like rather than human-like 
conduct. By contrast, Payr (2010, 2013) reports on a study 
of Nabaztag, a robot bunny and home companion that was 
programmed to perform the role of a health coach by greet-
ing users, asking them about their day, and suggesting health 
related activities like exercise or weighing themselves. Most 
studies featured humanoid robots including one-off studies 
of Lekbot, Robota, Robovie-R and BIRON (all n = 1), though 
some more widespread humanoid robots such as Nao (n = 6), 
Pepper (n = 4) and Cozmo (n = 3) appeared in multiple stud-
ies. One study focused on the movements of industrial robot 
arms, to which the researchers added a screen that enabled 
it to present the user with different gaze patterns (Fischer 
et al. 2015).

In the category of VUIs, two distinct types of tech-
nology are used. First, there are smart assistants such as 
Alexa, Siri and Google Assistant (Alač et al. 2020; Fischer 
et al. 2019; Porcheron et al. 2017, 2018; Velkovska et al. 
2020). Second, there are telephone systems such as Lenny 
that simulate real callers (Sahin et al. 2017; Relieu et al. 
2020), and telephone systems that act as operators of some 
sort (Aranguren 2014; Avgustis et al. 2021; Wallis 2008; 
Wooffitt 1994) or do automated interviews (Klowait 2017).

12 “Wizard of Oz” is a setup where a human ‘wizard’ is, unbe-
knownst to the user, in control of the system’s actions. It is often used 
to conduct proof-of-concept or user studies while the development of 
the technology is still ongoing. Conversely, an AI-based technological 
device is considered ‘autonomous’ when it can interact with a user 
without the  on-going involvement of a human operator during the 
interaction.
13 This provides an immediate indication of what our scoping 
review selection criteria has ruled in—and out—of our corpus, and 
furnishes contextual cues for evaluating the other findings of the 
review. The centrality of recordings and transcripts in all these stud-
ies implies a specific “commitment to empirical phenomena” (Hilbert 
1990) founded on ethnographic observations of the achievement of 
local orders in social interaction. For discussions of the relationship 
between ethnography and EM/CA see, e.g., the special issues intro-
duced by Meier zu Verl et al. (2020), and Eisenmann et al. (2023b). 
The analyst, in this research context, steps back from their own 
involvement and specific competence in the scene’s situated produc-
tion, using “members’ knowledge” (as competent interactants) as a 
resource for analysis, without necessitating further examination of 
their situated role. Such a perspective, implying an analyst’s distance 
from an investigated ‘subject’, is incommensurable with the “radi-
cal empiricism” (Garfinkel and Rowan 1955: 8) of EM/CA studies 
that use necessarily reflexive methods such as self-instruction (e.g., 
Sormani 2020, 2023) or EM-informed phenomenology (e.g., Sud-
now 1983), as well as hybrid studies of work (Lynch 2022), in which 
members’ knowledge and practical involvement becomes a topic of 
inquiry (Pollner and Zimmerman 1970).

14 We thank our anonymous reviewer for emphasizing the impor-
tance of this issue in their constructive recommendations.
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There was also a variety of VAs (sometimes also called 
Embodied Conversational Agents) studied in the corpus. 
For example, the agent Max consisted of a cartoon like 
3D body projected onto a screen with which passersby 
in a shopping mall could interact using a keyboard while 
the agent gave verbal responses (Krummheuer 2008a, b, 
2009, 2015a; b; Krummheuer et al. 2020). Two studies 
analyzed interactions with an agent that was somewhat 
similar to Max: a “Wizard of Oz” controlled agent named 
Billie, which also consisted of a cartoon-like body, vis-
ible on screen from the hips up, but rendered in a 2D style 
and able to interact with users entirely through speech 
(Cyra and Pitsch 2017; Opfermann et al. 2017). Lastly, 
two studies used more realistic-looking talking heads: a 
system controlled by a human wizard that was acting as 
a therapist for participants role-playing as patients (Torre 
et al. 2021), and an autonomous system asking a series 
of pre-recorded diagnostic questions in a memory clinic 
(Walker et al. 2020).

Lastly, some studies addressed automated vehicles (Brown 
and Laurier 2017; Pelikan 2021) or chatbots (Corti and 
Gillespie 2016; Jentzsch et al. 2019). While the relatively 
low number of automated vehicle studies could be explained 
by the technology only recently emerging for applications ‘in 
the wild’, it is noteworthy that there have been relatively few 
studies of chatbots despite these systems having existed for 
decades, and recently becoming commonplace and contro-
versial in real-world contexts (cf. Eisenmann et al. 2023a).

4.1.2  Technological set‑ups

In addition to the variety of technologies studied, the setup 
of the technologies varied. The vast majority of studies 

addressed autonomous systems (n = 43) (see Fig. 2). Within 
this category we counted all technology that was not manu-
ally controlled during the interaction. However, note that 
these autonomous systems had widely varying levels of 
interactional competence. Some could only speak pre-
recorded lines (e.g., Walker et al. 2020), or perform a very 
basic script (e.g., Licoppe and Rollet 2020), or some mixture 
of both (e.g., Sahin et al. 2017; Relieu et al. 2020). Of these 
autonomous systems, 22 were robots, 12 were VUIs, 6 were 
VAs, two were automated vehicles, and one was a chatbot.

Aside from autonomous systems, a Wizard of Oz setup 
was also used in 11 studies (twice in Iwasaki et al. 2019). 
Although this type of setup does not technically involve AI-
systems, we chose to include these texts on the basis that 
the absence of AI is not evident to the human participant. In 
addition, Wizard of Oz is a common technique used in the 
broader field of HCI to emulate human-like interactional 
roles and competences. In the following sections, we will 
point out some common tendencies in the Wizard of Oz-
based studies to indicate how including these articles might 
have affected the overall trends we found. With regard to the 
kind of technologies used in this subset there were no clear 
trends (7 robots, 3 VAs, 1 VUI, 1 chatbot).

Some studies examined computer systems that were pre-
sented to the user as human (these were all autonomously 
functioning systems). Two studies address the Lenny system 
(Relieu et al. 2020; Sahin et al. 2017), a voice chatbot that can 
be used against unwanted callers such as telemarketers or scam 
calls. By playing pre-recorded lines when the caller is silent, 
this system is designed to create the impression that the caller 
is speaking to a human being. One study explored the impact of 
user expectations and mediation by having conditions ranging 
from ‘autonomous system’ to ‘disguised as human’ (Corti and 

Fig. 1  Technology studied in 
the reviewed articles, including 
VUIs (Voice User Interfaces) 
and VAs (Virtual Assistants)
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Gillespie 2016). This study had participants interact with chat-
bots in four different conditions: chat vs. face-to-face (a human 
voicing chatbot responses), and a condition in which they were 
first informed that they would be interacting with a machine vs. 
an uninformed condition (Corti and Gillespie 2016).

Lastly, two studies used multiple approaches in their set 
up. One collected data with an autonomous robot and with 
Wizard-of-Oz-controlled robots (Alač et al. 2011). The other 
‘multiple approaches’ study included a lab experiment with 
a Wizard of Oz set-up to discern desirable conduct for the 
robot, the findings of which were then used to program the 
robot and then to test the Wizard of Oz set-up in a field study 
(Iwasaki et al. 2019).

Our corpus showed the diversity of technologies stud-
ied, and the following trends within the reviewed body 
of research: robots are studied most frequently, and most 
studies focused on autonomously operating (rather than 
manually operated) systems. Next, we review the settings, 

categories of human participants, and the activities involved 
in interaction with these technological systems.

4.1.3  Participants, activities, and settings

Aside from the technology used, there was also variation 
amongst the human participants studied with regard to age 
(e.g., studying a specific age group such as toddlers, students 
or older adults), languages spoken, and other factors (e.g., 
adult–child constellations, people with cognitive impair-
ments, data collection in a public setting) (see Table 1). 
Participants were also engaged in a variety of activities 
with the technology including tutoring a robot to perform 
a simple task; playing a game with or through the technol-
ogy; being coached by technology; encountering the technol-
ogy in a daily activity (e.g., shopping mall); and routine use 
of already-owned technologies (e.g., querying Alexa) (see 
Appendix 2 for activities and a non-aggregated overview 
of all articles).

Fig. 2  Setup of the technol-
ogy discussed in the reviewed 
articles. Note: All systems 
disguised as a human were 
autonomous and are included in 
that column as well

Table 1  Additional features of 
settings and participants in the 
reviewed papers

Note: Categories in this list are not mutually exclusive, e.g., ‘Adult–child constellations’ overlaps six times 
with ‘Households’ and six times with ‘Researchers are part of the interaction’
Some studies used different datasets (e.g., Krummheuer 2015a; Pelikan et al. 2020). These datasets have 
been counted separately

Feature No. of papers

Public space (e.g., museum, university hallway, school, shopping mall) 15
Real-world telephone calls 5
Adult–child constellations (e.g., households, teacher–child, researcher-child) 10
Households (e.g., couples, families, dormitories) 8
Researchers are part of the interaction 8
People with (mild) cognitive impairments people (e.g., dementia, Acquired Brain Injury, 

Autism, Cerebral Palsy)
7

No specific additional aspect 19
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The reviewed studies rarely addressed a specific 
age group (n = 37), with the category of ‘teenagers’ 
(12–18 years) being underrepresented; no studies focused 
on this group in particular. There were some trends in the 
corpus of studies regarding specific settings or participant 
groups (see Table 1). For one, some studies had partici-
pants with specific cognitive impairments, such as (mild) 
dementia, Acquired Brain Injury, Autism or Cerebral Palsy 
(n = 7). Furthermore, some studies specifically focused on 
interactions in which one or more children interacted with 
technology together with (an) adult(s). In one case, this adult 
was the researcher who was present to ensure the toddler 
would not break the robot but who also interacted with the 
child and the robot (Pitsch and Koch 2010), but generally 
the adult was a guardian or teacher. The adult–child cat-
egory overlaps four times with studies looking at interac-
tion between households (couples, dormitories, families) and 
technology (n = 6). Households also offer opportunities to 
study the technology in its ‘natural’ or designed-for habitat. 
By contrast, some studies had a researcher present during 
the interaction (n = 4), which is arguably less natural. In all 
these studies, the researcher’s conduct was unscripted and 
thus studied as part of the interaction. Lastly, many stud-
ies concerned data collected in a public space, such as a 
museum, university hallway, or shopping mall (n = 18), or 
used real-world telephone calls (n = 5).

In the Wizard of Oz studies in our corpus (n = 9), there 
were no clear trends in terms of participant categories (8 
adult/non-specified, 2 older adult; 8 no additional features, 
2 (mild) cognitive impairments).

While collecting data in everyday or institutional settings is in 
line with the approach of EM/CA, which generally takes ‘natu-
rally-occurring’ and ‘naturally organized’ ordinary activities as 
its empirical material, many studies collected data in an experi-
mental setting (n = 20) (see Table 2). Although, as Dourish and 
Button (1998: 406) note in their discussion of Suchman (1987), 
“laboratory studies are hardly the stuff of ethnomethodology”, 

much of the research reviewed here has been done in labs. Other 
methods of data collection involved some researcher involve-
ment, such as recruiting participants and/or putting the robot 
in its designed-for environment (n = 23). Relatively few studies 
used naturalistic data (n = 11), i.e., recordings of interactions 
that would have occurred without researcher involvement. This 
trend seems related to the technology’s occurrence in every-
day life: automated vehicles and VUIs (including telephone 
systems) overwhelmingly used naturalistic data (automated 
vehicles [AVs] = 2 out of 2, VUIs = 7 out of 13), whereas inter-
actions with robots and VAs were commonly collected through 
researchers’ involvement (VAs = 5 out of 9, robots = 13 out of 
28) or experimental settings (VAs = 4 out of 9, robots = 13 out 
of 28).

4.2  Interactional phenomena

There were clear trends in the focal interactional phenomena 
explored by the studies in our corpus (see Table 3) with the 
three key topics being: (1) how interactions with AI devices 
are opened and closed; (2) miscommunication and how it 
is resolved (i.e., conversational repair); and (3) non-verbal 
communication and emotion displays.

4.2.1  Opening and closing interactions with AI in situated 
action

The studies in our corpus recurrently dealt with openings 
and closings in interactions with AI (6 out of 53, and a sec-
tion in the analysis of 4 more papers). These included open-
ings and closings with robots (n = 6) and telephone systems 
(n = 3). Most studies focused on openings while only two 
papers examined how interactions are closed (Licoppe and 
Rollet 2020; Payr 2010). In this section we outline how 
EM/CA studies of AI treat these foundational interactional 
phenomena (see e.g., Schegloff 1968; Schegloff and Sacks 

Table 2  Approach for 
data collection in the 
papers, including AVs 
(Automated Vehicles), VUIs 
(Voice User Interfaces) and VAs 
(Virtual Assistants)

a Concerns data of designer-instigated interactions between a robot and users, so while there was no 
researcher involvement, these are differently naturalistic from data with systems users might already 
acquired themselves
b All five papers used the same dataset
c One paper discussed both experimental and semi-elicited data (Iwasaki et al. 2019), hence 28 robots

Type of data collected Papers
(n = 53)

AV Chatbot VUI VA Robot

Naturalistic data
(i.e., interactions with technology without researcher 

involvement, e.g., no participant recruitment)

11 2 0 7 0 2a

Semi-elicited naturalistic data
(i.e., interactions with technology through researcher 

involvement, but outside of lab setting)

23 0 0 5 5b 13c

Experimental data
(i.e., participants recruited and invited to lab setting)

20 0 2 1 4 13c
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1973), as they appear to be reconfigured in encounters with 
AI.

Establishing mutual recognition and accessibility is core 
to opening an interaction, and is usually accomplished in 
human–human interaction through a multitude of verbal and 
non-verbal resources (e.g., see Kendon 1990; Pillet-Shore 
2010; De Stefani and Mondada 2018). The studies in our 
corpus show that the same is true for human–AI interaction. 
In HRI, participants accomplish openings with gaze playing 
an important role, similar to openings in human interaction 
(Gehle et al. 2017; Pitsch et al. 2009). For example, a robot 
that restarts its sentence when it loses the addressee’s gaze 
is more successful in getting their attention and thus open-
ing the interaction (Pitsch et al. 2009). Similarly, Iwasaki 
et al. (2019) found that a robot that returns a prospective 
users’ gaze during a greeting-and-opening sequence receives 
responses much more often than if it uses only verbalized 
greetings (e.g., “May I help you?”). They also suggest that 
people’s initial impressions and expectations of a robot’s 
perceptual capabilities significantly change their stance 
towards the robot and condition whether they will engage 
in a two-way interaction with it. Süssenbach et al. (2012) 
make a similar observation in their case study exploring 
pre-opening interactional activities such as how a robot is 
presented to a novice user by someone familiar with the 
system. They show that the user’s initial expectations are 
shaped by how the robot is first introduced. Both studies 
suggest that the initial framing of the robot and its abili-
ties to display interactional gaze practices are an important 
resource in opening an interaction.

For telephone-based systems such as Lenny (Sahin et al. 
2017), other kinds of paralinguistic resources such as hesi-
tations, disfluencies, and other troubles of speaking are 
particularly important for creating a strong first impres-
sion during openings. Lenny is intended to ‘trap’ unsolic-
ited spam, hoax, and telemarketer callers, all of whom are 
strongly incentivized to stay on the line, by engaging them 
in conversation with an automated agent. Despite using only 
pre-recorded turns, Lenny is remarkably successful at keep-
ing this facade up as long as possible (average call times 
are just under 10 min). Apart from the caller’s tacit incen-
tives to stay on the line, Sahin and colleagues (2017) sug-
gest this remarkable success stems from Lenny’s openings 
displaying initial availability and willingness to talk before 

complicating the interaction immediately by displaying 
troubles of speaking and hearing. While these troubles are 
unrelated to Lenny’s apparent willingness to continue, they 
still take time to resolve. In all these cases, the interactional 
goals and first impressions of the human interacting with 
the technology seem to strongly inform the success of the 
interactional opening in initiating (and then maintaining) 
ongoing interaction.

Two papers within our corpus address closing interac-
tions with  robots. Ending an  interaction with a robot is 
accomplished in a variety of ways including leaving the 
interaction without doing a closing at all, i.e., walking away 
without any preparatory interactional work or even mutually 
acknowledging that the interaction has ended (Licoppe and 
Rollet 2020; Payr 2010). When closings are done by users, 
they involve multiple strategies such as the inclusion of pre-
closing or closing-implicative moves (e.g., “okay”, see also 
Schegloff and Sacks 1973) and/or providing an account (e.g., 
“I have to go”, Licoppe and Rollet 2020). Humans also seem 
to make pre-closing moves without leaving room for the 
robot to respond (Licoppe and Rollet 2020). This suggests 
uncertainty in treating the robot as an ‘official’ interactant 
because a (pre-)closing sequence orients towards collabora-
tively closing the interaction, whereas denying the robot an 
opportunity to (dis)align with the closing does not (Licoppe 
and Rollet 2020). Reported closing conduct with robots also 
changes over time (as in human interaction, cf. Berger and 
Pekarek Doehler 2018). When mapping the closings of one 
participant over 10 days, Payr (2010) found the participant 
ended the interaction through both verbal and non-verbal 
closing moves, waiting for the robot to close, and leaving 
without closing. While still performing closings, leaving 
without closings became more frequent over time (Payr 
2010).15 Payr (2010) also points out that the participant 
orients to social norms in her closings (e.g., providing jus-
tification for closing the interaction) and that instances in 
which the participant leaves without closing look more like 
turning off a machine (p. 480). So, how closings are done 
in human–robot encounters is tied to the system’s status in 

Table 3  Overview of the key 
topics in the empirical articles

Note: Key topics are not mutually exclusive

Key topic addressed Main topic Touches on

Opening and closing interactions with AI 6 (~ 11%) 4
Miscommunication and repair in interacting with AI 14 (~ 26%) 5
Non-verbal communication and emotion displays in interacting 

with AI
14 (~ 26%)
(of which 2 on emotion)

5

15 Payr (2010) has a relatively small number of instances and thus 
treats this as an illustration of closing distribution, not as a general 
finding on the occurrence of closings over time in HRI.
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the interaction, i.e., being treated (more) as an interactional 
partner or (more) as an object.

Notably, the papers on closings discuss how the tech-
nological system is, in many cases, disregarded as a social 
entity. Conversely, the papers concerning openings mostly 
address how a robot can get the user’s attention in the first 
place, providing findings and suggestions as to what makes 
certain practices work (e.g., Gehle et al. 2017; Iwasaki 
et al. 2019; Pitsch et al. 2009; Sahin et al. 2017). On the one 
hand, this offers some key insights into common issues for 
HRI, e.g., that establishing mutual attention is not a given 
for these technological systems but requires specific per-
ceptual and behavioral design. This is especially true for 
robots which, despite perhaps drawing attention or curiosity 
by virtue of their appearance as robots, are not easily able to 
communicate their availability for interaction (see Pelikan 
and Broth 2016). On the other hand, while closings are only 
studied in two of the papers in our corpus, their findings 
suggest that robots potentially struggle to sustain displays 
of sociality until the end of an interaction. This “problem 
of closings” (Schegloff and Sacks 1973: 292) may relate to 
some of the many issues of miscommunication in human–AI 
interaction documented in our corpus of EM/CA studies.

4.2.2  Miscommunication

Miscommunication in interacting with AI is another recur-
ring topic in our corpus (14 out of 54, and a section in the 
analysis of 5 more papers).16 Of course, miscommunication 
is a pervasive concern for all participants in social interac-
tion (see Jefferson 2018), which may partly explain why so 
many papers in our corpus take this as a focus of study. 
Since the reviewed studies take a fundamentally inductive 
approach that draws topics from their data (see Sacks 1984a), 
the prominence of this topic may also be due to the inability 
of many social-technological systems to sustain social inter-
action without frequent and unresolved miscommunication.

First, some papers focused on how to help a system identify 
moments of miscommunication. This is a significant practical 
issue because to be analyzed and resolved, moments of mis-
communication first need to be identified. One paper focused 
on swearing to find moments of trouble in telephone interac-
tion (Wallis 2008), another characterized a prototypical script 
and then identified deviations from the script as an indicator 
of miscommunication in interaction with a robot (Lohse et al. 
2009). Krummheuer (2008a) focused on how displays of mis-
understanding are done in interaction between humans and an 
Embodied Conversational Agent.

Second, studies focused on how humans adapt to interac-
tion with an AI system over time by exploring moments of 
miscommunication. For example, a user may first orient to 
human social norms for timing their responses but, when this 
leads to trouble (e.g., the robot continuing its turn and thus 
overlapping with the user), users will adapt the turn-taking 
system by, among other things, leaving longer gaps before 
responding (Pelikan and Broth 2016). When using a self-
driving vehicle, users were also found to learn the system’s 
limitations and adjust their own conduct by monitoring the 
road during autopilot driving, then taking control in situations 
that, as they have learned from experience, the system tends 
to struggle with (Brown and Laurier 2017). Trouble may also 
escalate, with users interviewed by a robot first addressing 
the trouble by repeating or rephrasing their turn but, when 
this fails, using more extreme strategies such as resorting to 
scripted commands (e.g., ‘skip’) or changing their answer in 
a way that advances the robot’s script (Stommel et al. 2022). 
Similarly, when facing complex interactional trouble, users 
of VUIs tend to prioritize restoring the progressivity of the 
interaction, rather than resolving the miscommunication (Fis-
cher et al. 2019), which follows the broader preference for 
progressivity in many forms of human interaction (see Stivers 
and Robinson 2006; Heritage 2007). Lastly, in some cases 
humans do not appear to adapt to misbehaving technology 
even when they are experienced and well-informed about it. 
Pelikan (2021) described how an automated shuttle bus on 
public roads in Sweden was programmed to apply emergency 
brakes whenever it encountered a situation it could not han-
dle, such as being overtaken by other road users. However, 
even after the bus had been on the road for 9 months with 
a sign on the back warning drivers to keep their distance to 
avoid triggering the emergency brakes, road users continued 
to maneuver around the bus, rendering it a static obstacle for 
other road users and leading to recurrent failures to coordi-
nate shared road use smoothly (Pelikan 2021).

Miscommunication is also sometimes related to user 
expectations regarding system capabilities. For example, 
Corti and Gillespie (2016) found that people handle mis-
communication differently when they are told that they will 
be communicating with a chatbot rather than a (presumed) 
human interactant, initiating other-repair significantly less 
frequently. Süssenbach et al. (2012) show that users assess 
the system’s competencies step-by-step and that they dif-
ferentiate between the robot’s role as a social actor and the 
robot’s role in that specific interaction (in their case, a fitness 
instructor). In order to learn more about the system when 
trouble arises, users also turn to system-external resources 
when available, such as a manual or a co-present expert such 
as, in the cases reviewed, the researcher or designer (see 
Alač et al. 2011; Arend et al. 2017; Muhle 2008). Muhle 
(2008) notes that this often entails the system being occa-
sionally ‘degraded’ from being treated as a co-participant to 

16 We use ‘miscommunication’ as a label that includes misunder-
standings, among other troubles in talk, and include repair practices 
that work to resolve these troubles.
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becoming a topic of conversation while users try to figure out 
how to continue interacting with the machine. With regard to 
the type of trouble occurring, there can be multiple issues. 
First, the machine can have trouble hearing (and/or transcrib-
ing) the user’s voice input correctly or at all. Second, the 
machine may ‘hear’ but then fail to recognize and correctly 
interpret the input. Several articles found that when trouble 
occurs, users tend to treat this as a problem of ‘hearing’, 
despite the system not specifying the cause of the problem 
(e.g., Avgustis et al. 2021; Stommel et al. 2022). One sugges-
tion for improving design for miscommunication is to provide 
the user with more relevant feedback on the nature of the 
problem (e.g., Porcheron et al. 2017; see also Button et al. 
2015: 163–165, on run-time accountability, and more broadly 
also CA work on repair, e.g., Schegloff 1992; Drew 1997).

A key issue of miscommunication that many papers touch 
on is that the system often lacks access to the same informa-
tion as the human and vice versa. These technical, percep-
tual, and design issues can range from sensors being unable 
to function in certain conditions that would yield no trouble 
for a human actor (e.g., sunlight preventing the autopilot 
from making the correct move, Brown and Laurier 2017) 
to sensors being (temporarily) shut off or not present at all 
(e.g., certain robots stop ‘listening’ when producing their 
turn so they don’t get confused by their own audio, e.g., 
Pelikan and Broth 2016; Stommel et al. 2022).

4.2.3  Non‑verbal conduct and emotive displays: human 
and machinic

Non-verbal conduct and displays of ‘emotive involve-
ment’ (Selting 1994) were common topics in our corpus 
(n = 14, and formed an integral part of the analysis of 5 
more papers).17 The studies of non-verbal conduct generally 
addressed systems that have a physical presence (AV = 2, 
robots = 13) though one study addressed a VA (Torre et al. 
2021) and one addressed both face-to-face and text-based 
interaction (Corti and Gillespie 2016). The two papers on 
emotion looked at a robot’s emotive displays (Pelikan et al. 
2022) and patterns of emotive displays in customer calls 
with a telephone system (Aranguren 2014). Studies of non-
verbal conduct described the use of interactional resources 
including gaze (n = 7), smiling (n = 2), and physical move-
ment (Brown and Laurier 2017; Pelikan 2021). Sounds, ges-
tures, and body posture/positioning were also addressed, on 
occasion, though always in the service of the wider analysis 
(in line with EM/CA findings that interactional resources 
are ‘multimodally’ intertwined, e.g., see Goodwin 2000; 
Mondada 2014).

Across our corpus, there is a key distinction between 
articles that focus on human non-verbal conduct or emo-
tive displays versus those that focus on machinic non-ver-
bal conduct or emotive displays. The former focuses on 
what humans do, either as something that could be used to 
improve robot design (e.g., showing that a robot sensitive 
to human gaze is more successful at securing human atten-
tion, Pitsch et al. 2009), or describing human non-verbal 
conduct during human–robot encounters (e.g., gaze and 
smile patterns between unacquainted children when inter-
acting with a robot, Tuncer et al. 2022). Papers primarily 
exploring machinic non-verbal conduct or emotive displays 
focus on robot non-verbal conduct and humans’ interactional 
responses (e.g., a robot applying a social gaze pattern helps 
users instruct the robot, Fischer et al. 2015). In this section, 
we discuss the papers in our corpus that deal with these 
interactional resources together, although we note here that 
these two approaches carry quite different theoretical, ana-
lytic, and design implications.

Most studies find that users tend to draw on their reper-
toire of practices from non-verbal human–human interaction 
when interacting with social technology. For example, the 
way gaze functions as a resource for managing availabil-
ity for interaction in both human–human and human–AI 
openings holds true for many other interactional practices. 
Fischer et al. (2015) compared an industrial robot arm uti-
lizing ‘social gaze’ (gazing at its human tutor when ready 
for instruction and otherwise gazing at the field of the task), 
with a robot that gazed only at the movements of its own 
arm. Using social gaze, the robot was able to solicit addi-
tional instructions from users more quickly than when it 
used simpler gaze patterns. A study by Pitsch et al. (2013) 
found that human tutors adjust the way they present instruc-
tions (e.g., pace of talk, pauses) depending on the robot’s 
gaze, suggesting that optimizing gaze strategies for specific 
HRI instructional tasks could elicit more useful user input 
and more compliant robot conduct. The above, along with 
other studies of gaze in interactional openings (Pitsch et al. 
2009), suggests that gaze and its timing are critical non-
verbal interactional resources for managing mutual attention 
(see also Fischer et al. 2015).

The importance of the precise timing of embodied actions 
was an important finding for a range of non-verbal conduct. 
An experiment by Torre et al. (2021) used a virtual head 
with four different smiling conditions to show that humans 
do not, as some studies suggest, simply mimic the smiles 
and timing displayed by a VA. Instead, at smile-relevant 
moments in an interaction, human users smile in an affilia-
tive way when the VA also produces a smile, and in a dis-
affiliative way if the VA fails to smile at the appropriate 
moment. A museum guide robot turning its head from the 
museum exhibit towards the addressed visitor when near-
ing turn completion was found to elicit more consistent and 

17 We discuss these topics together because emotive displays often 
involve non-verbal cues.
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nuanced non-verbal responses from the visitor than when the 
robot moved its head at less interactionally relevant points 
(e.g., in the middle of a turn constructional unit, Yamazaki 
et  al. 2013). Similarly, Pelikan et  al. (2020) found that 
‘happy’ and ‘sad’ emotive displays by a Cozmo robot were 
treated as a response to the immediately preceding actions 
and that a ‘happy’ display had a different contingent effect 
on the ongoing interaction than a ‘sad’ display. They found 
that after a ‘happy’ display the interaction tends to proceed, 
while ‘sad’ displays function as a sort of repair initiation or 
“rewind button” where the user’s subsequent talk treats the 
display as an indication that something needs to be ‘fixed’ 
before the interaction can proceed (Pelikan et al. 2020). The 
importance of timing for the uptake of non-verbal cues also 
applies to automated vehicles where, for instance, the flash-
ing and sound accompanying emergency braking was found 
to come too late to function as a warning both for the pas-
sengers inside to brace themselves, as well as for the cyclists 
outside (Pelikan 2021).

Gaze and smiling are also often discussed together. For 
example, Fischer et al. (2015) noted that users smiled more 
often in the interaction where the robot used social gaze (look-
ing at the user when ready for instructions), and users gener-
ally smiled when gaze with the robot was re-established. One 
article also showed how robots can facilitate mutual gaze and 
smiling between (unacquainted) children (Tuncer et al. 2022), 
showing how the non-verbal conduct of users can be mediated 
by robot facilitation. These studies all point out that smiling 
and emotive displays by humans should be analyzed as per-
forming a social function rather than interpreted as a reflection 
of emotional states as such.

Two studies in our corpus address mobile interaction, 
specifically automated vehicles in traffic. Road traffic is an 
interactional context in which communication is mostly non-
verbal and where mutual understanding is critical. However, 
the two studies in our corpus show that understanding the 
conduct of other road users is still difficult for automated 
vehicles (Brown and Laurier 2017; Pelikan 2021). For 
instance, speeding up and slowing down are important indi-
cators for the actions a traffic user is about to take (and, 
implicitly, for demonstrating their perception of the situa-
tion), which can lead to trouble when an automated vehicle 
does not use and/or is not sensitive to these kinds of social 
signals (Pelikan 2021). This can be an impediment to the 
smooth performance of even the most routine traffic maneu-
vers, such as overtaking (Pelikan 2021).

Moving to another modality, AI-based system sounds are 
also, on occasion, addressed in the corpus, although always 
as part of a larger analysis. For example, some social robots 
are designed with listening cues, eye lights, and bleeps 
designed to inform users when a robot stops and starts 
receiving input. However, users’ talk often overlaps with 
these bleeps (e.g., Pelikan and Broth 2016) and these sounds 

regularly lead to confusion (Arend et al. 2017). These analy-
ses suggest that non-verbal cues implemented to improve 
turn-taking in HRI do not necessarily facilitate turn-taking 
as intended. Conversely, when robot bleeps are done as part 
of a recognizable action sequence, users tend to interrupt 
their own speech and yield turn space to the robot (Pelikan 
et al. 2020). Potentially relevant to these contrasting find-
ings is that Pelikan et al. (2020) studied Cozmo, a robot 
that only uses non-verbal sounds, whereas the other studies 
discussed a Nao that took verbal turns (Pelikan and Broth 
2016; Arend et al. 2017). Users also sometimes mimicked 
the robot’s non-verbal sounds by, for example, producing a 
turn with a similar prosody to Cozmo’s after the robot made 
a ‘sad’ bleep (Pelikan et al. 2020) or mockingly imitating an 
Amazon Echo’s repetitive bleeps during interactional trouble 
(Fischer et al. 2019).

Some non-verbal interactional resources such as gestures, 
touch, body position, and bodily presence were discussed 
less often and as part of broader analyses rather than as 
the sole focus of any one study. Pelikan and Broth (2016) 
noted that gestures such as waves are sometimes mirrored 
by the user. Humans also sometimes use gestures to initi-
ate closings, such as presenting a hand to initiate a hand-
shake or waving (Licoppe and Rollet 2020; Alač 2016: 524). 
Humans also use touch when interacting with a robot, for 
example by petting the robot after a ‘happy’ or ‘sad’ display 
(Pelikan et al. 2020). The quality of touch can also indicate 
how a human orients towards the system, for example grab-
bing the neck of a robot dinosaur suggests that the robot is 
being accorded a more object-like status (Pitsch and Koch 
2010). Several studies also analyzed how humans position 
their bodies in ways that indicate their position within a 
specific ‘participation framework’ (Goffman 1981)—e.g. 
Licoppe and Rollet (2020) or Alač (2016). Alač’s (2016) 
analysis of users’ touch and bodily positioning towards a 
robot also shows how they treat it both as a thing and as 
an agent. Lastly, with regard to bodily presence, Corti and 
Gillespie (2016) found that humans initiate other-repair 
more frequently when interacting with an embodied human 
co-participant rather than via text chat, even when subjects 
were told that the human in front of them was only echoing 
responses written by a chatbot.

Overall, the studies in our scoping review highlight the 
interactional contingencies of non-verbal communication 
and emotive displays. They extend existing findings from 
EM/CA research that show how emotion cannot be sim-
plified into categories such as ‘smiling is happy’ (see also 
Peräkylä and Sorjonen 2012) or ‘one needs to gaze at some-
one else at all times’ (Rossano 2012). Across our corpus, the 
timing and action preceding these moves seems to be cru-
cial to how the interaction unfolds. Gaze plays an especially 
important role in facilitating social interaction, from opening 
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and closing the interaction, to providing users with insight 
into the machine’s functioning and how to interact with it.

5  Discussion: respecifying ‘AI’ as a worldly 
phenomenon

The previous section provided the results of our scoping 
review of EM/CA studies of technologized situated action. 
These studies all  focused on the  interaction patterns and 
sensemaking procedures involved in human interaction with 
and amongst ‘intelligent machines’. As mentioned above, 
however, the selection criteria we developed for this scoping 
review led to a corpus that includes research mostly exploring 
the everyday interactional relevancies of AI users. The find-
ings presented also reflect the predominance of CA within 
the broader contemporary field of EM/CA field. This has 
meant that so far, our review has excluded a wide range of 
EM/CA studies that examine and critique some of the presup-
positions of conducting and grouping together these kinds 
of ethnographically observational studies, e.g., the notions of 
‘intelligence’ and ‘machines’. We now turn to discuss these 
findings in relation to a body of EM/CA work focused more 
on the professional relevancies of AI’s creators and critics. In 
a sense, this ordering in our presentation follows the structure 
of classic EM works (e.g., Wieder 1974, see also Garfinkel 
2022c) that first provide the results of an empirical study, and 
then investigate the constitutive features and conceptual pre-
suppositions that make such an ethnography possible. We 
therefore begin this discussion with a narrative overview of 
some of the EM/CA studies excluded from our initial corpus, 
before discussing their intersections with and differentiations 
from the studies reviewed in Sect. 4.

5.1  The situated production of ‘AI’

So far, our review has skirted the question of the ‘artificial-
ity’ or ‘autonomy’ of AI technologies. What is it that makes 
AI-labeled devices and our interactions with them distinc-
tively what they are, as socially situated worldly phenom-
ena? Given the unstable definitions of AI (Caluori 2023; 
Sormani 2022), EM/CA’s focus on the contingent, situated 
work of producing meaningful social objects as part of eve-
ryday and professional activities is ideally suited for asking 
such foundational questions. Indeed, from their outset in the 
1980s, EM/CA-based studies of technology have offered a 
fundamental and critical respecification of established top-
ics in engineering and computer science (Button et al. 1995; 
Coulter 2008), proposing that “AI’s whole mentalist founda-
tion is mistaken, and the organizing metaphors of the field 
should begin with routine interaction with a familiar world, 
not problem solving inside one’s mind” (Agre 1997b: 149). 
However, through the scoping review process and evaluation 

of its findings, our selection procedure excluded a body of 
EM/CA work that has methodologically engaged in forms 
of radical reflexivity and EM respecification (Pollner 1991, 
2012) in favor of the predominant form of applied studies 
designed to address established discourses and practitioners 
in HCI/HRI research.18 Many such studies excluded from 
our initial corpus address a range of evidential materials 
and approaches that eschew or implicitly problematize the 
framing of ‘user study’ empiricism that many of the stud-
ies reviewed above share with HCI. As we outline below, 
Brooker et al. (2019) analyze chat transcripts and Python 
computer code; Sormani (2020) combines video analysis 
with reflexive self-instructive ethnography (building a ‘do-
it-yourself AI’ kit by following the manual); or conducts 
instructive re-enactments of video demonstrations of an 
‘agent system’ playing the computer game Breakout (Sorm-
ani 2022; cf. Sudnow 1983).

Radically reflexive and praxeological EM/CA studies 
offer a distinctive contribution to social studies of AI that 
couples the Garfinkelian (2002) ‘hands-on’ approach with 
the work of ‘ordinary language philosophers’ such as Ryle 
and Wittgenstein (Reeves 2017; Brooker et al. 2019; Sormani 
2020, 2022; Mair et al. 2021).19 These studies follow Button 
et al.’s (1995) critique of central topics in cognitive science, 
psychology of mind, and linguistics that underpin the notion 
of ‘thinking/talking machines’. They aim to problematize the 
conceptual foundations, assumptions, and presuppositions of 
the ‘human–AI’ interaction research discourses into which 
many of the EM/CA studies reviewed above were designed 
to fit. For example, Reeves (2017) points out that behind 
the ostensible engineering challenges of designing VUIs lie 
basic problems with the language and concepts we use for 
describing conversation itself, and methodological issues 
with applying CA findings derived from human–human 
interaction to ‘human–machine’ interaction.20 Others high-
light the lack of reflection and investigation into common 

18 This exclusion may, in part, be due to the process of ethnomethodo-
logical respecification (i.e., reformulating the questions, materials, and 
philosophical starting points of a discipline as thoroughly praxeologi-
cal problems) often being seen as tangential to the ostensible aims and 
topics of the field being respecified (Button 1991).
19 The relationship of ordinary language philosophy and EM/CA, not 
to mention ethnomethodological hybrid studies,  is too complex to 
be covered here. Garfinkel, Sacks and their colleagues were familiar 
with and inspired by Wittgenstein’s philosophy since the early 1960s 
(see, e.g., Garfinkel 2019a, b, c [1960]; Sacks 1992: 26), but the links 
remained mostly tacit. They have been made explicit by the ‘Man-
chester school’ of EM (Psathas 2008), and they are being developed 
further in the recent related work concerned with outlining a ‘Witt-
gensteinian ethnomethodology’ (e.g., Hutchinson 2022).
20 Already in 1980, Schegloff has noted that “[i]n the design of com-
puter interactants, and in the introduction of technological interme-
diaries in human-human interaction, the issue remains which type of 
person-person interaction is aimed for or achieved” (Schegloff 1980: 
81)—i.e., that ‘conversation’ is but one of a number of many different 
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ways of speaking about ‘AI’ (e.g., Suchman 2023b) that 
ascribe psychological and agentic properties and contribute 
to ongoing conceptual/philosophical confusion on the nature 
of the phenomenon. For instance, an early study by Such-
man and Trigg (1993) analyzes interaction between two AI 
researchers as they discuss technology and theory of mind. 
Their complex connections between the social world and its 
machinic representations recasts professional work in AI as 
series of interrelated re-representations. These start from the 
researchers’ experience of the world and extend through a 
textual scenario that stands as a proxy of the experience, to 
formalisms inscribing the scenario and its coded versions 
implemented in a machine, which is itself eventually rein-
troduced in the social world through interaction with human 
users.

Another radically praxeological approach involves ‘self-
instructive practice’ through which, for example, Sormani 
(2020) engages in the activity of assembling a device adver-
tised as ‘DIY AI’. In doing so, he encounters a series of 
unexpected problem–solution pairs that highlight problems 
of instructions and their enactment, as well as the tensions 
between marketing discourses and technical work. Similarly, 
Brooker and Mair (2022: 243) propose that social scientists 
engage in “hands-on ethnographic exploration of machine 
learning from within” by learning to code and doing “Pro-
gramming-as-Social-Science” (Brooker 2019). Through 
these forms of radical praxeology that place AI in its practi-
cal contexts, we can study it as a social praxis involving con-
figurations of humans, machines, and their interrelations21 
rather than misattributing cognitive capacities to ‘ghosts in 
the machine’ (Brooker et al. 2019; Mair et al. 2021). Zie-
witz (2017) adopts a similarly pragmatic EM approach to 
examining algorithms as instruction-delivering devices in 
an experimental study of walking where ‘decisions’ and 
‘directions’ are grounded in an ad hoc algorithm rather than 
maps or conventional navigation systems. Algorithmic walks 
explore the conceptual and praxeological foundations of ‘AI’ 
and its social implications by showing how “any recourse to 
the figure of the algorithm is itself a practical accomplish-
ment” (p. 12). These studies provide a foundation for a criti-
cal and deflationary approach to ‘AI’ rooted in the aim of 
technologists to build what Agre (1997b: 140) calls “suitably 
narratable systems” or, to use a more contemporary gloss, 
‘explainable’ AI (see Albert et al. 2023a). Through concep-
tual inquiry, self-instructive practice, and other empirical 
engagements, these radically praxeological EM/CA studies 

unpick the vernacular concepts of intentionality, agency, 
and accountability that underpin the constitutive metaphors 
of ‘AI’, and explicate how they are drawn upon in situated 
actions.

5.2  Heuristic tensions in EM/CA approaches to HCI

Having provided an overview of the studies missing from 
our scoping review, we see two distinct approaches emerg-
ing from a wider corpus of EM/CA studies of AI in situated 
action. As Dourish (2006: 544) argues, as well as providing 
findings that address the established frame of “implications 
for design” in HCI, EM/CA studies can defer and reflex-
ively transform design-oriented analytic objectives into an 
“occasion for tacit theorizing”. On the one hand, more HCI-
oriented studies in our corpus offer design recommendations 
to improve a specific technology (e.g., Wallis 2008; Opfer-
mann et al. 2017; Pelikan and Broth 2016), often drawing 
on—and contributing to—theories, methods, and findings 
from human interaction research (e.g., Pelikan et al. 2020; 
Krummheuer 2015b; Gehle et al. 2017). To some extent, 
these studies take the anthropomorphic distinction between 
human and machine in HCI for granted, or at least side-
step the issue to focus on interactional practices and con-
tribute to established HCI discourses. On the other hand, 
studies that respecify HCI’s core topics and theories—often 
involving the same researchers—aim to deconstruct central 
issues of AI’s agency and artificiality (Pelikan et al. 2022; 
Krummheuer 2015a; Alač et al. 2011). Highlighting how AI 
systems are treated alternately as social agents or as mate-
rial objects in interaction (Alač 2016; Gehle et al. 2017; 
Pelikan et al. 2022), these studies offer a fundamentally dif-
ferent approach to the way anthropomorphism is often seen 
as a ‘factor’ in HCI (Nass and Moon 2000; Heijselaar 2023; 
Fischer 2021). This approach shifts focus from how well or 
badly machines might be designed to emulate human inter-
action to exploring the social uses of anthropomorphism 
in HCI, strictly resisting the conflation of “computational 
processes with human minds through a cognitivist/materi-
alist/behaviourist lens” (Brooker et al. 2019: 273). These 
distinct approaches produce what Sormani and vom Lehn 
(2023), introducing a recent collection of studies develop-
ing Garfinkel’s legacy, call “heuristic tensions … between 
analytic detachment and practical involvement” among EM/
CA social studies of AI.

These tensions are present throughout our corpus in the 
distinction between ‘naturally occurring data’ and ‘natu-
rally organized ordinary activities’ that characterizes EM 
and CA work (Lynch 2002). They are also methodologi-
cally embedded in EM/CA’s analytic reliance on meaning 
as interactionally and dynamically produced, moment by 
moment. Whether aiming to contribute to HCI or respecify-
ing its premises, EM/CA provides a situated perspective on 

21 See also more recent publications that explore the notion of socio-
technical ‘assemblages’ in the context of EM/CA (Due 2023; Rau-
daskoski 2023).

speech-exchange systems for the organization of talk (see also Sacks 
et al. 1974).

Footnote 20 (continued)



 AI & SOCIETY

AI design and prototyping (e.g., Suchman et al. 2002) that 
resists reductive reifications of meaning and technology-
centric logics (Garfinkel and Sacks 1970). Technologists 
also face these tensions in implementations that take EM/
CA findings into account. As Rollet and Clavel (2020) argue, 
a central design question for studies of AI in situated action 
remains: how, if at all, can technologists formalize the situ-
ated particulars of interaction sequences as ‘information’ 
that the machines can process? These considerations attest 
to the continuing relevance of Button et al.’s (1995: 196 ff.) 
powerful discussion of the “unformalizability of conversa-
tion” (see also Button 1990; Button and Sharrock 1995). 
Despite decades of innovation and technological advances, 
the studies in our corpus suggest that Suchman’s (1987) 
foundational questions about design for human–machine 
interaction remain fundamentally unresolved. We have also 
identified these heuristic tensions in our own reviewing pro-
cess. Charting a ‘body of research’ within our own research 
domain requires us to adopt a position of analytic detach-
ment and, as if it were possible to do so, to suspend reflex-
ive inquiry into the practical involvements and premises of 
‘doing scoping’. Nonetheless, in outlining the contribution 
of EM/CA studies of situated action and AI-based technol-
ogy to the broader field of social studies of AI, the findings 
of our review suggest not only ‘implications for design’ of 
AI systems, but also implications for EM/CA research itself. 
In this sense, our review opens new trajectories for “navigat-
ing incommensurability” between EM, CA, and AI (Reeves 
2022). Before returning to reflect on the scoping process, we 
outline some key points of intersection between the studies 
in our corpus and ask how they relate to the theoretical and 
methodological literature in EM/CA studies of AI and tech-
nology more broadly.

5.3  Implications for EM/CA research 
and for technology development

Most of the studies reviewed in Sect. 4 were written for an 
HCI and technology audience. Although the majority focused 
on humans interacting with autonomous robots, virtual assis-
tants, and voice user interfaces, these studies could also 
contribute general findings back to EM/CA’s ‘core’ fields 
of human sociality, language, and interaction. As Schegloff 
(1987: 102) points out, even analysis of single episodes of 
interaction conducted in highly specialized circumstances 
can contribute to a systematic understanding of the “bedrock 
of social life”. While our review found that EM/CA studies 
of AI, mostly grounded in existing research in CA, tended 
to focus on beginnings and endings, miscommunication, and 
non-verbal and emotive displays, there were many more EM/
CA phenomena mentioned in passing that could be expanded 
on, and some for which AI presents a particularly ‘perspicu-
ous setting’ (Garfinkel 2002) for empirical analysis. For 

example, studies of recipient design in talk to/with robots 
(Pelikan and Broth 2016; Avgustis et al. 2021; Tuncer et al. 
2023) reveal users’ assumptions about the interactional com-
petence of their (robotic) co-participants, and demonstrate the 
methods they use to make themselves understood given those 
assumptions. These findings, and the possibility of conducting 
them both ethically and systematically in an HRI context may 
have wider implications for applied EM/CA research in so-
called ‘atypical’ interaction involving disabled people, whose 
competence and, as with AI, whose ‘intelligence’ and person-
hood are often called into question interactionally (Walton 
et al. 2020; Wilkinson 2019). If taken up more fully by EM/
CA researchers, studies of AI in situated action could con-
tribute valuable and ‘transferable’ understandings (Ziewitz 
2017) of how displays of personhood, intelligence, agency and 
autonomy are avowed and ascribed in interaction (Antaki and 
Crompton 2015; Sidnell 2017; Pelikan et al. 2022).

Relatedly, our scoping review found that robots and VUIs 
receive much more attention than other AI-based devices 
and systems. This might be because these technologies are 
regarded as closer to face-to-face interaction, and therefore 
amenable to established EM/CA methods, theories, and con-
ceptual frameworks. Indeed, much of the work reviewed in 
this paper comprises the application of concepts and find-
ings from EM/CA studies of human–human interaction to 
the realm of interacting with ‘autonomous’ or ‘intelligent’ 
machines. On the other hand, we have also identified a set 
of studies that critically assess the very claims of ‘autono-
mousness’ and ‘intelligence’, and exploring the grounds of 
“the fantasy of the sociable machine” that has been a “touch-
stone for research in humanlike machines” (Suchman 2007: 
235). These studies are closely related to what Sormani’s 
(2019) overview of ‘ethnomethodological analysis’ locates 
as conceptual analysis and practical/self-instructive analysis. 
They remind us that understanding ‘AI’ as a distinctive social 
phenomenon requires grasping it in its own terms—both as 
a professional technical domain (Suchman and Trigg 1993; 
Sormani 2020; Brooker and Mair 2022) and as an area of 
everyday action with its vernacular sense of ‘conversations’, 
‘algorithms’, and ‘agency’ (Reeves 2019a; Pelikan et al. 2022; 
Ziewitz 2017; Housley et al. 2019; Velkovska and Relieu 
2020). This brings us to the consideration of what EM/CA 
studies of AI-labeled technologies can contribute to AI 
development and evaluation.

The studies of existing AI-labeled technologies in our 
corpus most often took place in (semi-)experimental set-
tings. EM/CA studies focus on exploring whether and how 
machines constitute proper interactional parties, or to what 
extent the human and non-human participants are treated dif-
ferently in interaction (Arend et al. 2017; Licoppe and Rollet 
2020; Reeves and Porcheron 2022). A situated approach to 
such ‘assessment’ of AI is especially useful in some contexts 
since the interactional requirements of specific contexts are 
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so variable. For example, in medical diagnosis Walker et al. 
(2020) show how a degree of ‘rigidity’ in the technological 
implementation of a survey-taking robot is useful, even if 
it may seem less human-like, since consistency in question 
design and performance might elicit more comparable and 
analytically useful answers to diagnostic questions. Simi-
larly, Avgustis et al. (2021) propose that for some conver-
sational agents used in service phone calls, having a more 
robot-like agent would reduce unmet user expectations and 
produce more fluent interactions. While Caluori (2023) 
points out that human-likeness is a definitional criterion of 
AI, these EM/CA findings suggest that it is only desirable 
to emulate human-like conduct when that outcome suits the 
practical requirements of the situation. In this regard, EM/
CA studies could respecify the ‘uncanny valley’ (Mori 1970) 
as a thoroughly praxeological phenomenon as observable 
through interactional details.

EM/CA studies are also conducted at the level of tech-
nology implementation by mapping how participants may 
opportunistically and creatively (re)configure AI-labeled 
technologies for their own routine activities (see also Albert 
et  al. 2023b). As technology becomes part of everyday 
life, research questions can move beyond the pre-defined 
experimental goals of a study to discover previously unim-
aginable phenomena in the data (Tuncer et al. 2022; Sacks 
1984a). Pelikan (2021), for instance, points out that in the 
case of autonomous vehicles, coordination is often studied 
in restricted environments such as intersections. However, 
subtle coordination happens even in mundane activities such 
as overtaking, and here autonomous vehicles often struggle 
(see also Brown and Laurier 2017). Research in naturalistic 
settings also discovers new types of ‘user work’, such as 
coordinating multiple conversational agents in a household, 
and the asymmetry of their use within families may disrupt 
or reorganize established interactional practices (Velkovska 
et al. 2020; Albert et al. 2023b). One of the most fundamen-
tal recommendations of EM/CA is that ‘AI’, as a recogniz-
able social phenomenon, is ‘enabled’ (Jaton and Sormani 
2023) by various kinds of work on the part of AI’s ‘human 
users’. In his unpublished research on ELIZA and similar 
early ‘chatbots’ in the late 1960s, Garfinkel looked at “how 
human–computer interaction was exploiting human social 
interactional requirements in ways that not only forced par-
ticipants to do the work of making sense of a chatbot’s turns, 
but also gave them the feeling of an authentic conversation” 
(Eisenmann et al. 2023a: 3). Since the early 1980s, EM/CA 
research has specified this form of accountability as a funda-
mental feature of human–machine interaction. Concurrently, 
the development of new technologies and their implementa-
tion in the social world is continually transforming the forms 
of social life being studied (see Mlynář and Arminen 2023), 
making novel topics available for detailed description and 
critical inquiry.

Having discussed the heuristic tensions between EM and 
CA studies of AI in our initial corpus and in the sub-set 
selected for our scoping review, and their implications across 
a range of fields, we return to a concluding reflection on the 
scoping review process.

6  ‘Doing scoping’: limitations and future 
directions

The work of conducting a ‘scoping’ literature review as 
an established method involves crafting representations 
of various empirical fields and research strategies, while 
glossing over their differences for the sake of a structured 
presentation of ‘results’. Nevertheless, as we noted above, 
the visualizable structures and describable trends that our 
review work uncovers in the reviewed domain of scientific 
literature seem deeply grounded in “the uneasy relationship 
between CA’s ethnomethodological origins and its develop-
ment into an empirical social science” (Lynch 2002: 531). 
EM, and ethnomethodological CA, in many ways elude any 
easy ‘reviewability’ of their findings. One of the reasons 
is that the topics of inquiry and analyzed phenomena are 
never to be found in the textual items of EM/CA’s corpus 
of literature, and neither are they present in the accounts of 
how the texts came about. In their fullness, the phenomena 
are only to be encountered in the world, as part of the lived 
activities in which they originate and which they reflexively 
constitute. As we tried to show, the field of ‘AI’ can gain 
relevant insights from the EM/CA ‘approach’, but the crux 
of the work is to be done elsewhere, by working in the midst 
of the thing that is being ‘approached’. The EM imperative 
is to “see for yourself the infinite variety of everyday local 
methods of being in the world through collections of empiri-
cal demonstrations” (Brooker 2022: 5).

Developing Dourish and Button’s (1998) considerations 
of ‘technomethodology’, Crabtree (2004) notes that attempts 
to combine EM/CA with technology design “integrate a 
softer, more user-friendly version of ethnomethodologi-
cal inquiry with other approaches to design”, thus placing 
EM in a “service-provider role having little or no strate-
gic value or impact on design practice” (p. 196). Seeking 
a stronger position for EM/CA studies, Crabtree works out 
Garfinkel’s notion of ‘hybrid studies’, in which ethnometh-
odological analysis aims to contribute as much to the inves-
tigated domain (e.g., robotics, natural-language processing, 
machine learning) as it does to social science (see Eisen-
mann and Mitchell 2024; Garfinkel 2002, 2022a, b, c; Ikeya 
2020). Indeed, some of the most recent developments in EM/
CA studies of ‘AI’ have moved in precisely this direction 
(e.g., Ivarsson 2023; Saha et al. 2023), but further discus-
sion of studies outside our reviewed corpus extends beyond 
the scope of this article. Other studies published after our 
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review ‘cut-off date’ also develop themes notably absent in 
our corpus of literature, while being profoundly relevant to 
interacting among ‘AI’ in various settings22—such as the 
work of membership categorization (see, e.g., Sacks 1972; 
Fitzgerald and Housley 2015), which is connected to the 
assumptions and interactional procedures involved in (tacitly 
or explicitly) categorizing participants as either ‘human’ or 
‘AI’ (Ivarsson and Lindwall 2023). Moreover, our review 
has noted a certain trend of EM/CA to focus on VUIs and 
robots, with chatbots being on the very margin. Consider-
ing the recent surge of societal interest and concern about 
large language models and their publicly available interfaces 
such as ChatGPT, we expect that more EM/CA studies will 
concentrate on this technology in professional and everyday 
activities in the near future.23

The studies reviewed in this article represent an inter-
action-centered approach to empirical studies of AI tech-
nologies on the minute level of situated detail. This focus 
might invite criticisms previously leveled at EM/CA more 
broadly: that it is programmatically disinterested in gener-
alization (in this case, e.g., across divergent technological 
systems, user groups, or usage scenarios), and/or unable to 
address contextual or social factors that occur outside of an 
instance of interaction (e.g., Billig 1999). But where these 
criticisms, many of which have been vigorously rebutted 
(e.g., Schegloff 1999), do accurately characterize EM/CA’s 
theoretical and analytic parsimony (e.g., Enfield and Sidnell 
2017), this programmatic focus is often a useful intervention 
in more theory-and experiment-driven approaches within 
HCI and HRI. The principles and methodological proce-
dures of EM/CA tend to lead away from theorizing, abstrac-
tion, and universally generalizable explanations, and instead 
to prioritize empirical inquiry. They also tend to prioritize 
ecological validity by studying interaction in situ and rely-
ing on evidence drawn from the participants’ own displays 
of understanding. For technology use, in-situ concerns are 
often identical with user concerns, which enables EM/CA 
studies to provide valuable insights for systems design (see 
Button 2012). An approach underpinned by an interactional, 
situated understanding of AI might ask which situations and 
which technologies are treated as ‘autonomous’, irrespec-
tive of their technical components or conformity with the 
norms and modalities of face-to-face interaction. This might 
facilitate a broader turn to ethnomethodological studies of 

technologies that are less self-evidently amenable to inter-
action-analytic methods.

In sum, this scoping review has thrown up some chal-
lenges for the process of systematically reviewing EM/CA 
studies of AI. Parry and Land (2013), in their systematic 
review of CA healthcare research, note that “no pre-existing 
off the shelf approach [to literature reviewing] is adequate for 
handling conversation analytic evidence”. This challenge is 
partly due to the discontinuities in standards of evidence and 
conventions of reporting across the many areas (including 
HCI, sociology, linguistics, anthropology) from which we 
drew our corpus of studies. We are also aware of the incom-
pleteness of our corpus of reviewed texts, as practitioners in 
EM/CA may not always explicitly claim affiliation to EM/CA 
at large. EM’s notion of ‘hybrid studies’, as well as ‘applied 
CA’, but also strategic decisions taken by authors for publi-
cation, may sometimes lead to the discursive disappearance 
of EM or CA in the published texts, which eventually makes 
them invisible to simple keyword-based search procedures, 
while perhaps still transparently relevant for EM/CA practi-
tioners by other means.

7  Conclusion

This review has showcased the versatility of an ethnometh-
odological and conversation analytic approach to the study 
of interaction with ‘AI’. This approach has been applied to 
a wide range of technologies, user groups, and worksites. 
The findings and insights produced by these studies have 
highlighted and provided empirical backing for the impor-
tance of exploring locally established methods of reasoning 
through interaction with and around AI, rather than focus-
ing on specific modalities, technologies, or design features. 
These studies highlight the interactional resources and meth-
ods people use for establishing and maintaining social order 
in their encounters with AI, and the constitutive particu-
larity of diverse social settings (e.g., educational, medical, 
scientific, or other workplace-specific orders of activities). 
Generally, there seems to be a tendency in the field to study 
autonomous VUI and robot systems over other technologies, 
although there was a wide variety of ways in which sys-
tems were presented to user(s), the ages and constellations 
of user groups, the activities done with the system, and the 
complexity levels of the systems. Collection of naturalistic 
(non-experimental) data was relatively uncommon, which 
is noteworthy for the field, but seems related to the technol-
ogy’s occurrence in everyday life.

With regard to reported findings, three interactional 
phenomena were recurrently addressed in the corpus. The 
first concerned opening and closing interactions with AI, 
showing that what happens before or at the potential start 
of interaction impacts whether and how the interaction 

22  See the special issue of Social interaction: Video-based studies of 
human sociality (Ibnelkaïd and Avgustis 2023), which includes sev-
eral EM/CA studies of “AI”; or Mlynář et al. (2024).
23 For example, a special issue of Discourse & Communication on 
the topic of “Conversation Analysis and Conversational Technol-
ogy” is currently under review with the prospect of being published 
in 2024.
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unfolds. In addition, users close their interactions with a sys-
tem in ways that orient differently to the agent-status of the 
machine. Miscommunication and repair was another recur-
rently studied phenomenon, with many studies showing that 
users quickly adapt to the system’s perceived capabilities 
and, when trouble escalates, orient towards progressing the 
interaction above other interactional goals such as achieving 
what they were doing when trouble occurred (e.g., request-
ing information of the system or answering the system’s 
question). A key issue of miscommunication that many 
papers touch on is that the system often lacks access to the 
same sensory information as the human and vice versa, with 
a recurrent suggestion to provide the user with more relevant 
feedback on the nature of the problem. Lastly, with regard 
to non-verbal communication and emotion displays, most 
studies find that users tend to draw on their repertoire of 
practices from non-verbal human–human interaction when 
interacting with social technologies, with gaze being an 
especially important resource for managing mutual attention. 
The importance of the precise timing of embodied actions 
was an important finding for a range of non-verbal conduct, 
including emotion displays, which extends existing findings 
from EM/CA research that show how non-verbal conduct 
and emotion displays cannot be simplified into categories 
such as ‘smiling is happy’ or ‘one needs to gaze at someone 
else at all times’.

The main aim of our review has been to consolidate and 
provide an initial mapping of the burgeoning EM/CA lit-
erature on human–AI interaction, while identifying broad 
trends and gaps in its coverage thus far. While doing so, we 
have also attempted to provide a critical reflection on the 
work of reviewing, and have critically explored the rela-
tionship between EM and CA in the area of research on AI. 
Our focus on a relatively narrow subset of empirical litera-
ture sharing this general methodological approach allowed 
us to document and exemplify some trends that might be 
emblematic of the field as a whole. One is the prevalence of 
studies grounded in interactionist CA, and its applied vari-
ants, compared to much less frequent investigations aligned 
with the praxeological EM program (though both are often 
subsumed under the label ‘EM/CA’). We found that these 
studies, as summarized above, are mostly examining a range 
of interactional phenomena already identified and described 
in previous CA studies into domains of social life other than 
interacting with AI-labelled technologies. The characteristic 
EM focus on the constitutive details of activities, i.e., laying 
out what exactly is distinctive about AI in situated action, 
seems to provide a complementary, affiliated, but in some 
cases incommensurable line of inquiry.

We have also highlighted some productive avenues for 
future research, and suggested how an EM/CA approach 
is well-placed to study the integration of AI technologies 
into ever more social settings, processes, and aspects of 

our professional activities and everyday lives. AI-related 
technologies move from experimental ‘sandboxes’ and 
‘playgrounds’ to routine activities embedded in the struc-
tures of everyday life, and they are recontextualized and 
reframed as people find ways to make them at home in 
their worlds. Over time, formerly exotic technological 
objects grow into unremarkable tools, while expertise 
for interacting with them becomes increasingly common. 
As our article has shown, EM/CA research allows us to 
specify—empirically, systematically, and in actual lived 
detail—how AI-labeled technology and social life mutu-
ally contribute to each other, in situ and in real time, expli-
cating the mundane procedures by which a technology “is 
made at home in the world that has whatever organization 
it already has” (Sacks 1992: 549).

Appendix 1: Search strategy

AMC full‑text collection

S1 Anywhere(“human–AI” 
OR “human–robot” OR 
“human–agent” OR “HRI” 
OR “virtual human” 
OR “social robot” OR 
“embodied conversational 
agent” OR “ECA” OR 
“artificial intelligence” OR 
“voice user interface” OR 
“chatbot”)

136,894

S2 abstract(“conversation 
analysis” OR 
“conversation 
analytical” OR 
“ethnomethodology” OR 
“ethnomethodological”)

authorkeyword 
(“conversation analysis” 
OR “conversation 
analytical” OR 
“ethnomethodology” OR 
“ethnomethodological”)

44

S3 S1 AND S2 16
F1 Filter: Research Articles 

(Excl. = 2 posters)
14
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IEEE

S1 allmetadata(“human–AI” OR 
“human–robot” OR “human–
agent” OR “HRI” OR “virtual 
human” OR “social robot” 
OR “embodied conversational 
agent” OR “ECA” OR “artificial 
intelligence” OR “voice user 
interface” OR “chatbot”)

384,471

S2 (“Abstract”:“ conversation 
analy*” OR 
“Abstract”:“ethnomethodolog*”) 
OR (“Author 
Keywords”:“conversation 
analy*” OR “Author 
Keywords”:“ethnomethodolog*”)

86

S3 S1 AND S2 71

Springer

S1 anywhere(“human–AI” OR “human–robot” OR 
“human–agent” OR “HRI” OR “virtual human” OR 
“social robot” OR “embodied conversational agent” 
OR “ECA” OR “artificial intelligence” OR “voice 
user interface” OR “chatbot”)

870,865

S2 “conversation analysis” OR “conversation analytical” 
OR “ethnomethodology” OR “ethnomethodological”

6827

S3 S1 AND S2 (in search box: “human–AI” OR 
“human–robot” OR “human–agent” OR “HRI” 
OR “virtual human” OR “social robot” OR 
“embodied conversational agent” OR “ECA” OR 
“artificial intelligence” OR “voice user interface” 
OR “chatbot” AND “conversation analysis” OR 
“conversation analytical” OR “ethnomethodology” 
OR “ethnomethodological”)

121

F1 Filter: Chapter, Article and Conference Paper/
Proceedings (Excl. = 52 Books, 6 Reference Works)

63

Web of science

S1 allmetadata(“human–AI” OR “human–robot” OR 
“human–agent” OR “HRI” OR “virtual human” OR 
“social robot” OR “embodied conversational agent” 
OR “ECA” OR “artificial intelligence” OR “voice 
user interface” OR “chatbot”)

413,345

S2 abstract(“conversation analy*” OR 
“ethnomethodology*”)

authorkeywords(“conversation analy*” OR 
“ethnomethodology*”)

2288

S3 S1 AND S2 17

LLBA

S1 allmetadata(“human–AI” OR “human–robot” OR 
“human–agent” OR “HRI” OR “virtual human” OR 
“social robot” OR “embodied conversational agent” 
OR “ECA” OR “artificial intelligence” OR “voice user 
interface” OR “chatbot”)

3477

S2 abstract(“conversation analy*” OR “ethnomethodolog*”)
identifier(keyword)(“conversation analy*” OR 

“ethnomethodolog*”)

3868

S3 S1 AND S2 16
F1 Limit to peer-reviewed 7
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Appendix 2: Detailed information on each text unit

Article Age group(s) Additional feature Language Country Interaction type

Alač et al. (2011) 12–36 months, 
adults

Adult–child constellation (tod-
dler–teacher–researcher(designer)–
researcher(ethnographer)), Researcher 
part of the interaction

English (native) Unknown No specific activity, 
just being with the 
robot in the same 
space (their day 
care)

Alač (2016) 12–36 months, 
adults

Adult–child constellation (tod-
dler–teacher–researcher(designer)–
researcher(ethnographer)), Researcher 
part of the interaction

English (native) US Preschool interac-
tions, e.g., playing 
with the robot or 
the teacher encour-
aging children to 
do something with 
the robot, such as 
touch it

Alač et al. (2020) Students Households (e.g., couples, families, 
dormitories)

English (native) US Everyday use

Aranguren 
(2014)

N/A Real-world telephone calls French Unknown Real-world tel-
ephone calls

Arend et al. 
(2017)

N/A Public space (museum), Researcher part 
of the interaction

English (non-
native)

Luxembourg Playing sports 
guessing game

Avgustis et al. 
(2021)

N/A Real-world telephone calls Russian Call center phone 
calls

Brown and 
Laurier (2017)

N/A Public space (traffic) N/A (traffic) Several countries Traffic

Candello et al. 
(2020)

N/A Public space (museum) English (native) UK presumably, 
that is where 
the Museum of 
Tomorrow is 
located

Learning something 
on a topic

Corti and 
Gillespie 
(2016)

N/A No specific additional aspect English (native) UK 10 min talk (Ps 
spoke, their 
interlocutor either 
responded through 
text (chatbot or 
human via chat) 
or speech (humans 
own answers 
or echoing the 
chatbot)

Cyra and Pitsch 
(2017)

Seniors, persons 
wild mild 
cognitive 
impairments 
(N/A), student 
control group

(Mildly) cognitive impaired people English (unclear) unknown Assisted calendar 
schedule

Ferm et al. 
(2015)

Children (4–12), 
AND adults

Adult–child constellations, researcher 
present, (mild) cognitive impaired 
people (Cerebral palsy)

Swedish Playing with the 
robot

Fischer et al. 
(2015)

N/A No specific additional aspect Unknown 
(non-verbal 
interaction 
focus)

Austrian Tutoring the (WoOz 
controlled) robot 
in performing a 
simple task (mov-
ing/manipulating 
objects)

Fischer et al. 
(2019)

N/A Households (couples and parents with 
children), adult–child constellations

English (native) unknown Everyday use
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Article Age group(s) Additional feature Language Country Interaction type

Gehle et al. 
(2017)

N/A No specific additional aspect Unknown 
(non-verbal 
interaction 
focus)

unknown Walking through 
exhibit, robot 
explains

Iwasaki et al. 
(2019)

Fieldstudy: N/A, 
Experimental 
study: students

Fieldstudy: Public space (shop), Experi-
mental study: no specific additional 
aspect

English (non-
native)

Japan Visiting a shop

Jentzsch et al. 
(2019)

N/A No specific additional aspect English (non-
native)

Luxembourg or Ger-
many (colleagues 
of researchers, 
but unclear which 
author)

Try to elicit basic 
information (e.g., 
What are your 
capabilities?)

Klowait (2017) N/A Real-world telephone calls Russian Telephone survey 
on voting behav-
ior

Krummheuer 
(2008a)

N/A Public space (shopping mall) German Voluntary interac-
tion with Max 
in the shopping 
center (Max 
could present 
topic, make 
small talk or 
play a game)

Krummheuer 
(2008b)

N/A Public space (shopping mall) German Voluntary interac-
tion with Max 
in the shopping 
center (Max 
could present 
topic, make 
small talk or play 
a game)

Krummheuer 
(2009)

N/A Public space (shopping mall) German Voluntary interac-
tion with Max 
in the shopping 
center (Max 
could present 
topic, make 
small talk or play 
a game)

Krummheuer 
(2015a)

N/A Dataset 1: Public space (shopping mall), 
Dataset 2: (Mild) cognitive impaired 
people, Public space (grocery walk 
(story + outside)

Shopping mall 
data: German, 
Walking help 
data: Danish

Voluntary interac-
tion with Max 
in the shopping 
center (Max 
could present 
a topic, make 
small talk or 
play a game), 
walking help 
was used for 
walking (e.g., 
walk outside, 
grocery shop-
ping)
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Article Age group(s) Additional feature Language Country Interaction type

Krummheuer 
(2015b)

N/A Public space (shopping mall) German Voluntary interac-
tion with Max 
in the shopping 
center (Max 
could present 
topic, make 
small talk or play 
a game)

Krummheuer 
et al. (2020)

N/A (Mild) cognitive impaired people, 
Researchers are part of the interaction

Danish Workshops during 
which program-
ming/setting up 
the personalized 
device

Licoppe and 
Rollet (2020)

N/A Public space (university hallway) French Interacting with 
Pepper voluntarily 
(Pepper has a very 
simple script, no 
activity)

Lohse et al. 
(2009)

N/A No specific additional aspect German Teach the robot 
objects and loca-
tions in several 
rooms (guiding the 
robot through the 
room) NB general 
contact with robot 
was trained before-
hand

Muhle (2008) Students No specific additional aspect German Interact with the 
robot dog, manual 
of the robot was 
available

Opfermann et al. 
(2017)

Elderly (70 +), 
mildly 
cognitivitely 
impaired persons 
(N/A), student 
control group

(Mild) cognitive impaired people English (native) unknown Schedule manage-
ment setting

Payr (2010) Older persons (50 +) No specific additional aspect English (native) UK Receiving fitness 
instructions

Payr (2013) Older persons (50 +) No specific additional aspect English (native) UK Receiving fitness 
instructions

Pelikan et al. 
(2020)

Study 1: N/A, Study 
2: Adults, children 
(4–12)

Study1: Households (couples, families), 
Researcher part of the interaction, 
Study2: Households (e.g., couples, 
families), Researcher part of the 
interaction, Adult–child constellations 
(households)

Study 1: German, Study 2: Swedish Robot learning 
names and playing 
(e.g., giving a fist 
bump to the robot)

Pelikan (2021) N/A Public space (traffic) N/A (traffic) Traffic—automated 
vehicles

Pelikan et al. 
(2022)

Adults, Children 
(4–12)

Households (couples, families), Adult–
child constellations

Swedish Robot learning 
names and playing 
(e.g., giving a fist 
bump to the robot)

Pelikan and 
Broth (2016)

Students No specific additional aspect English (non-
native)

Sweden Game of charade
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Article Age group(s) Additional feature Language Country Interaction type

Pitsch and Koch 
(2010)

12–36 months, 
adults, Children 
(4–12)

Adult–child constellation (toddler–
researcher), Researchers are part of the 
interaction

German Play with the toy 
(e.g., pet, give 
‘food’)

Pitsch et al. 
(2013)

N/A No specific additional aspect German Tutoring a robot 
during a simple 
task (manipulating 
object)

Pitsch et al.
(2017)

Adults, Children 
(4–12)

Households, Adult–child constellation 
(parent–child), Public space (museum)

German Answering the 
robot’s questions 
about the exhibit

Pitsch (2020) Adults, Children 
(4–12)

Households, Adult–child constellation 
(parent–child), Public space (museum)

German Answering the 
robot’s questions 
about the exhibit

Pitsch et al. 
(2009)

N/A Public space (museum) Japanese Robot opens interac-
tion and explains 
paintings

Porcheron et al. 
(2018)

N/A Households (couples and parents w. 
children)

English (native) UK Everyday use

Porcheron et al. 
(2017)

N/A Public space (cafe) English (native) UK Making a query 
during get together 
in café

Relieu et al. 
(2020)

N/A Real-world telephone calls English (native) unknown 
(YouTube 
videos)

Making a phone call

Robins et al. 
(2004)

Adults, Children 
(4–12)

Adult–child constellation (experi-
menter–child), Researchers are part 
of the interaction, (Mild) cognitive 
impaired people (Autism)

English UK Minimal structure 
to the activity. The 
robot executed a 
preprogrammed 
sequence of move-
ments (“dance”)

Rollet et al. 
(2017)

N/A No specific additional aspect French Musical quiz

Sahin et al. 
(2017) (Lenny)

N/A Real-world telephone calls English (native) unknown 
(YouTube 
videos)

Real-world 
telephone calls 
of telemarket-
ers answered by 
LENNY

Stommel et al. 
(2022)

Seniors (70 +) No specific additional aspect Dutch Health survey inter-
view (recorded as 
part of experimen-
tal trial)

Süssenbach et al. 
(2012)

N/A No specific additional aspect German Fitness instructions

Torre et al. 
(2021)

N/A No specific additional aspect English (native), 
English (non-
native)

US Therapy session 
(laboratory setting)

Tuncer et al. 
(2022)

Children (4–12) No specific additional aspect Multiple Non-native 
Swedish, 
varying levels

Playing together

Velkovska et al. 
(2020)

N/A Households (varying) English (non-
native), French

France Everyday use (que-
ries/requests etc.)

Walker et al. 
(2020)

N/A (Mildly) cognitive impaired people 
(memory issues)

English (native) UK Doctor–patient inter-
action on memory 
issues

Wallis (2008) N/A No specific additional aspect English (native) US (probably) Calling in to ask 
about flight sched-
uling and such
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Article Age group(s) Additional feature Language Country Interaction type

Wooffitt (1994) students No specific additional aspect English (native) UK Experimental task 
wherein par-
ticipants received a 
scenario based on 
which they called 
a system to acquire 
information

Yamazaki et al. 
(2013)

N/A No specific additional aspect Japanese Museum exhibition 
in the lab
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