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Abstract. There has been a growing interest in Explainable Artificial
Intelligence (henceforth XAI) models among researchers and AI pro-
grammers in recent years. Indeed, the development of highly interac-
tive technologies that can collaborate closely with users has made ex-
plainability a necessity. This intends to reduce mistrust and the sense of
unpredictability that AI can create, especially among non-experts. More-
over, the potential of XAI as a valuable resource has been recognized,
considering that it can make intelligent systems more user-friendly and
reduce the negative impact of black box systems. Building on such con-
siderations, the paper discusses the potential dangers of large language
models (LLMs) that generate explanations to support the outcomes pro-
duced. While these models may give users the illusion of control over the
system’s responses, they actually have persuasive and non-explanatory
effects. Therefore, it is argued here that XAI, appropriately regulated,
should be a resource to empower users of AI systems. Any other apparent
explanations should be reported to avoid misleading and circumventing
effects.
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1 Introduction

Rationality has long been considered a fundamental trait of human beings [58],
not only distinguishing them from other forms of life but also serving as a ba-
sis for classifying individuals based on their ability to make conscious decisions,
particularly in legal contexts [3]. However, numerous studies have shown that
the concept of rationality is often a myth [70,29]. The mechanisms by which in-
dividuals acquire and analyze information, experience reality, and form opinions
about events and phenomena are largely the result of subconscious processes in
which emotions and sensations play a decisive role [43].

It is not surprising that these studies have become more prevalent or rele-
vant, particularly in light of the ongoing discussion surrounding the relationship
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between humans and AI systems. This emerging field of research has emphasized
that despite being aware of the difference between human and artificial entities
and the ability to differentiate between the two, individuals tend to engage emo-
tional mechanisms and form attachments with AI that are more suited to living
beings [43,63,7]. Consequently, additional mechanisms have been developed to
facilitate the activation of rational processes of experience and information pro-
cessing by subjects when interacting with new technologies.

With respect to that, XAI is a field of research that may help counterbalance
the inherent lack of total rationality in individuals [23]. Its goal is to make the
mechanisms underlying the functioning of data-driven predicting systems limit
symbolic interpretations.

Therefore, it is possible to believe that XAI originated as a necessity to pro-
vide protection for non-experts interacting with opaque and complex technolo-
gies. To this end, XAI models also serve as a resource for opening the decision-
making mechanisms in various sensitive fields of everyday life, such as health,
finance, decision-making, and education [2]. Hence, thanks to the explanations,
exploiting the positive aspects of technological innovation in these areas would
have been possible, modulating exposure to risks.

However, XAI is still an evolving discipline with ambiguous boundaries and
insufficient development. These hinder its ability to achieve its underlying goals,
making it a potentially dangerous decoy. In fact, in some cases, complex ex-
planations have been replaced with what hereafter is described as “persuasive
justification” made by LLMs, which are easier to implement but may not be as
effective.

This paper highlights how these models have undergone increasing devel-
opment in recent years, supported primarily by what they are designed to ap-
pear like. Despite their advertised capabilities and design features, these models
are not comparable to human intelligence, thought processes, or cognition [79].
Therefore, the analysis here developed argues that the lack of proper expla-
nations produced by LLMs have the potential to increase the risk exposure for
users. Thus, we claim a need for a renewed focus on responsible XAI development
through the joint efforts of researchers, developers, and European regulation.

The rest of the paper is organized as follows.

Section 2 introduces the theme of anthropomorphism and its immanence in
human nature. Thus, Section 3 outlines the perception of AI systems as social
agents and their consequences. This introduces the centrality of the theme of
XAI, which is illustrated here by highlighting its relevance and profiles of current
ambiguity in Section 4. Section 5 introduces the recently developed alternative
of using LLMs to perform the functions of XAI, highlighting its limitations and
risks against the advertised advantages. Section 6 states the paper’s claim to the
responsible development of XAI, which contributes to user empowerment and
limits possible harm to the integrity and fundamental rights. Section 7 concludes
the paper.
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2 Anthropomorphism and the Human Nature

Anthropomorphism is defined as the attribution of human characteristics to
inanimate objects or phenomena [31].

While earlier theories considered it a bias common among fragile or still
cognitively immature subjects [22], it is now recognized as an essential and in-
trinsic component of the human mind [41]. It has been argued that it cannot
be completely eliminated [14] as it is reflected in many aspects of our psyche
and nature. One example is humans’ innate tendency to feel trust, regardless
of personal individuality. Contemporary psychology posits that this may be an
unconscious need to feel vulnerable to others and to rely on them rather than
being entirely self-sufficient [19].

Such a perspective aligns with Aristotle’s observation that humans are “social
animals” driven to aggregation. Consequently, if this natural inclination were
absent, no interaction would be possible, even those essential for a civilized
society. Freud elaborated on the Aristotelian concept, defining human beings
as “symbolic animals” who are led to conceptualize material reality through
symbolic interpretation [17]. It implies that the way people experience reality
and the data on which they base their emotional responses are never perfectly
rational and objective. In fact, there is always a certain and variable degree of
interpretation, which is not only due to the senses through which we know but
also to the cognitive and psychic structures with which we are endowed [43].

Furthermore, the human brain is naturally inclined to resist change and at-
tempt to revert thoughts, behavior, or habits to those known or long-established [19].
This occurs because changing routines implies not only an expenditure of energy
but also an increased exposure to risk. Therefore, the grey matter consolidates
the propensity to maintain habits already acquired — both in terms of actions
and thoughts — by releasing opioid substances that form a sort of addiction to
those same habits [61,62]. Such a mechanism represents an archaic and inherent
mode of the structure of the human brain for coping with uncertainty or un-
predictability [19]. This is exemplified by the attribution of atmospheric storms
to the wrath of the gods centuries ago due to a lack of scientific understanding.
Similarly, in the present era, there is a tendency among the general public to
ascribe intentionality, desires, and emotions to AI systems in order to cope with
the uncertainty and non-predictability of their behaviour [64]. It implies that the
actions, responses, or decisions of an artificial agent are interpreted as if they
were based on and influenced by the same processes, including the irrational
ones, that dominate human mechanisms. Such a perception makes these tech-
nologies appear less different and less distant from humankind, and therefore
more easily integrated into users’ everyday lives [15].

It follows that the phenomenon of anthropomorphism cannot be eradicated
and, together with it, of the disposition to create with AI systems bonds that
should be more appropriate among people only [12].

Thus, attempting to completely eliminate the empathic response to AI sys-
tems and determining its appropriateness is futile. Instead, a more practical
approach would be to understand the psychological mechanisms that underlie
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this reaction from users and the reasoning behind certain design choices. Such a
human-centered development of new technologies would strike a balance between
the interests at stake, leading to more effective and user-friendly systems.

3 AI systems are (perceived as) social actors too

In their work, entitled “Machine and Mindlessness: Social Responses to Com-
puters”, Clifford Nass and Youngme Moon emphasize how individuals attribute
the same social norms to computers as they do to their human environment,
regardless of the fact that they are fully aware of the artificial nature of the
machine with which they are interacting [53]. The authors explain this attitude
as a deliberate, albeit subconscious, denial of signals that indicate the artificial
nature of the computer. Subsequent studies have shown that these same attri-
butions can affect a wide range of other technologies, especially with the advent
of highly interactive systems [81].

After studying the natural manifestations of the above described phenomenon,
researchers investigated the features that elicit the most emotional and empathic
responses in people. The objective was to incorporate such characteristics into
the design of interactive technologies to attempt to anticipate and direct the em-
pathic response of users to the greatest extent possible [77,27]. This has led to
the development of technologies capable of effectively targeting the inherent hu-
man mechanisms of anthropomorphism, attachment, and empathy [14]. Hence,
by predicting the subconscious response of users, it was possible to direct their
perception towards goals pre-determined by programmers and designers.

The aim is to facilitate the creation of a bond of trust and acceptance that
makes it more desirable for individuals to use the AI system. Such a goal can be
achieved by making the system appear more familiar, user-friendly, and some-
times even reliable [21].

This is one way in which, by design, it is aimed to establish and maintain
longer-term interactions, which are indispensable for system efficiency and the
social roles that some applications are now programmed to fulfill.

3.1 Social actors and social roles

In the context of human-robot interaction, research has shown that the phys-
ical presence of a robot in the human space can make them appear as ‘equal
companions’ without losing the awareness that they are inanimate objects [25].
Robots’ ability to occupy a physical space and to move in the environment, as
well as to act in it and potentially modify it, enhances their human-like percep-
tion in terms of the possession of free will, intentionality towards an end, and
character aspects. If we consider that these robots are frequently tasked with
performing duties typically carried out by humans, and are capable of emulating
social skills, it becomes clear that they are closely associated with the role they
are assigned [65].
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However, this example does not exclude the possibility that even non-embodied
systems can induce the same association of ideas.

An example is Replika, a chatbot that can be downloaded onto personal
devices [56]. It is designed to emulate different types of relationships, as selected
by the user. Therefore, depending on people’s preferences, Replika can act as a
friend, lover, or girlfriend. The fact that it is often given its own name facilitates
the attribution of a single and distinct identity, rather than being perceived
as an extension of programming techniques and user’s will. This contributes to
making it perceived as a separate and independent entity. Furthermore, Replika
is designed to engage individuals in increasingly frequent and regular interactions
through message exchanges [32,40]. Such interactions serve as a call for attention,
analogous to that initiated by an individual who cares for and is attached to their
beloved ones.

Similarly, also systems designed to assist users in behavioral changing paths
can resemble a social role [74,67]. In that case, the purpose is not merely en-
tertainment but health support — as in the case of applications that bring the
user closer to a healthier eating style or to interrupt habits that are harmful
to health. However, even in these scenarios, it is essential to maintain friendly
and effective communication to encourage the person to trust the recommenda-
tions, continue using the application, and share the necessary information for its
proper functioning [14].

The same happens in the case of systems with less typified interactions, such
as ChatGPT. It is designed to answer various questions, from health-related
queries to news about current affairs, daily life, or cultural issues [35,1]. Never-
theless, it is important to note that the user’s perception is that of interacting
with a personal “assistant” who is always informed, responsive, and reliable.

One of the most emblematic examples is that of Baby X, produced by the
company Soul Machine which, for this discussion, is already a rather emblematic
name. The application can reproduce an infant in two dimensions, simulating
the development of real children’s hearing, comprehension, and language capac-
ities [66]. To appear sufficiently realistic, Baby X is programmed to display a
range of behaviors, including blushing, communicating expressions through its
gaze, crying, and calming itself through the receipt of human attention [69]. It
is of interest to observe that the human being involved in the interaction tends
to provide the requisite attention with a degree of diligence comparable to that
which would be applied to a real infant and to address the application or refer
to it using a language similar to that which would be used to discuss the needs
and achievements of a real child [57].

As can be surmised, the ascription of what might be termed “social agency”,
as well as the designation of actual social roles to what are and remain, in the
final analysis, artificial agents, is not without inherent risks. While this is indis-
pensable if the technology in question is to provide support, help, companionship,
and assistance, as intended, it can also bring non-negligible side effects.
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3.2 The pitfalls of designing for anthropomorphism

Individuals tend to attribute value to others in terms of reliability and compe-
tence based on emotional impulses [39]. Therefore, when evaluating the truth-
fulness of a consultation, people unconsciously tend to favour those who have
elicited empathy and positive feelings, rather than those who have been consis-
tently correct [65]. Rationality and objective analysis only come into play later
and to varying degrees depending on the individual.

So far, the analysis illustrates how the same mechanisms can be used to
evaluate intelligent systems that are called upon to fulfill social roles other-
wise performed by human beings. This is certainly due to the human inherent
propensity to anthropomorphism and the pre-programmed and well-documented
“design for anthropomorphism” process described earlier.

Furthermore, recent studies indicate that users who interacted with an appli-
cation for an extended period, being able to report their thoughts, feelings, and
concerns, preferred it to interact with friends or family members [47,9]. The ex-
periment participants perceived the system as highly reliable, non-judgemental,
capable of maintaining secrecy, and always willing to listen [10].

Then, it becomes clear how AI excels over other humans in the quality of the
exchange insofar as it does exactly the only thing it is really capable of doing:
it sticks precisely to a script that is pre-written in its code by the programmers,
does not express (personal) opinions, and does not diverge from the expectations
of the user it is called upon to please. All of this represents the very essence of
it being artificial but is rather commonly interpreted as a sign of human-like
reliability. As a result, users not only attribute to AI systems exactly the role
they are meant to emulate but they are also inclined to appreciate them more
than they would if a human being played the same social role.

In doing so, users may be more exposed to the system’s technical limitations
and biases.

The nature of the problem is directly proportional to the criticality of the
role to be played by the system. In the case of applications whose outcomes
may have repercussions or influence aspects related to both people’s physical
and psychological health, this dynamic certainly becomes more problematic.
However, more generally speaking, such mechanisms may produce side-effects
connected with attention-grabbing mechanisms [49,75], with possible repercus-
sions on memory and attention [42], over-trust, and even effects comparable to
those of a real addiction [51]. Similar consequences have already been demon-
strated in the literature with regard to other technologies, including television,
mobile telephones, and video games. Compared with AI systems, these technolo-
gies present a significantly lower level of targeting of emotional processes and
human attachment.

In such a scenario, it is evident that a greater understanding of the techni-
cal features of the technologies with which one interacts can be advantageous.
Nevertheless, the extent to which greater technical knowledge correlates with
greater protection from the risks enumerated herein will be the subject of the
following sections.
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4 The phenomenon of explainability in AI

XAI refers to a set of techniques that aim to provide transparency to the user
regarding the processes used by the AI system to produce a specific outcome [2,6].
It is often considered a tool for transparency, clarifying the process that occurred
between the user’s inputs and the machine’s outcomes. Furthermore, it is crucial
to ensure that the human involved in the interaction maintains an adequate level
of supervision over the results of the application and identifies any errors that
may have occurred [26,59]. The use of XAI enables humans to maintain awareness
of their interaction with the system, thus ensuring the ability to change their
mind and withdraw consent if necessary, thus maintaining a sufficient level of
agency towards the operations supported, facilitated, or even replaced by the
technology in use.

The development of recent European legislation has made responsible XAI
development crucial, particularly in ensuring compliance with the AI Act, the
first form of AI regulation in Europe [55]. The Act mandates that producers
provide detailed and easily accessible information, especially for high-risk tech-
nologies, concerning the limitations and capabilities of the target system, even
to individuals lacking technical expertise. Consequently, it is of paramount im-
portance that the decision-making processes are traceable and transparent at
every stage of operation [59]. Even in the case of technologies that fall into the
limited-risk categories, for which there are no strict rules to adhere to, XAI is of
crucial importance. Indeed, transparency and the ability to trace the manner in
which systems select, utilize, and integrate the data at their disposal can facil-
itate compliance with data processing regulations and redefine liability profiles
in the event of damage or malpractice [24].

Nevertheless, despite the popularity that the advent of AI explainability has
had in the scientific literature, this practice is still far from having been per-
fected. The reasons are to be found in both theoretical-applicative aspects and
inappropriate balance of interests at stake.

4.1 The ambiguities of XAI

To date, there are no standardized methods for developing and implementing
XAI techniques, due to the lack of clear definitions and agreement over reason-
able expectations [30]. Therefore, the integration of the various disciplines that
are called upon to contribute to the development of explanations becomes even
more complex. In fact, the range of users who should benefit from such acces-
sible, clear, and detailed explanations is fairly diverse and not always precisely
predictable.

Moreover, models that cannot perform complicated operations, such as those
involving decision tree methods, are less likely to have a “black box effect”. Con-
versely, the most advanced models can be indeed difficult to interpret. However,
such models are — and need to be — also highly preformative, while the im-
plementation of XAI systems, regardless of the complexity of the reference ap-
plication, can result in a loss of performance. In this case, the term “efficiency”



8 R. Carli et al.

refers purely to the possibility and accuracy of completing the task for which the
systems were programmed, thus meeting user expectations. What is too often
overlooked is that such an approach represents a complete reversal of priori-
ties. Despite the economic demands of the market, which appear to suggest that
profit should be the primary objective in transactions between private parties
and in the market itself, the law imposes a precise order in the balancing of in-
terests. In point of fact, the rules stipulate that fundamental human rights must
always take precedence over the pursuit of profit or the acquisition of advantage.
Another element that cannot be undervalued is the high costs associated with
studying, implementing, and experimenting XAI models, which may discourage
smaller or less established companies from doing so.

Furthermore, producing explanations that are truly useful for the abovemen-
tioned purposes and empowering the user may require additional data from the
people involved. This could contradict one of the goals of XAI, which is to ensure
effective data protection and more transparency. In some cases, the necessity for
such a significant increase in data sharing may be difficult to justify, particularly
in light of the current legislative framework, which places greater emphasis on
the manner in which data is selected, used, and stored. Hence, contradiction
emerges between the legal and ethical requirements for responsible XAI and the
technical prerequisites for effective XAI.

5 The advent of ‘persuasive justifications’ versus XAI
explanations

Recently, GPTs have received plenty of attention from public opinion and the
field literature due to what have been considered as their significant abilities in
natural language processing [36,76].

Indeed, GPTs belong to the class of language models that generate LLMs
generate verbal output that aims to be fluent and coherent, but their accuracy
is just partial and situational [38,78].

Due to the inherent complexity of these systems, they require extensive train-
ing on a large amount of data to function at their full potential [72]. However,
collecting such data is difficult, especially considering the limitations imposed
by personal data protection and privacy regulations. Additionally, the outcomes
of these systems are predictions that not only cannot be made on the amount of
data that would be technically desirable — also for the security reasons above
mentioned — but are also by definition never certain [68]. Although the pro-
duced text may be syntactically correct and the style may be appropriate for
the context of use, this does not guarantee semantic correctness, which refers to
the content component of the outcome [54].

It could be argued that these limitations in LLMs are simply due to an
incomplete stage of development [80]. In other words, it could be assumed that
the functionality and accuracy of these systems are still highly improvable. Once
they have access to sufficient data and the sustainability of their training has
been resolved, they could potentially access all available knowledge, which is
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impossible for a single human being to possess, to advance human knowledge
and awareness.

The vision presented has two main weaknesses. First, it appears unfeasible
in the foreseeable future, and second, it loses sight of the technical nature of
LLMs. LLMs are essentially structured as complex interface systems in informa-
tion databases. Their complexity lies in their ability to compare and combine
data, which is still obscure in many ways. This makes them efficient tools for fa-
cilitating research in many fields. However, it does not guarantee the production
of new knowledge beyond what is already known, and even less so the correctness
of such results.

Indeed, to be able to maintain a semantically appropriate verbal o text ex-
change, especially when dealing with open conversations whose content cannot
be predicted — as in the case of ChatGPT — it is indispensable to possess what
has been defined as ‘Theory of Mind’ [16]. This expression refers to the abil-
ity to foresee, admittedly partially and subjectively, what the state of mind of
our interlocutor is. The result is not only to guide the style of the conversation
but also to help modulate its tone and provide answers more in line with the
interlocutor’s real requests and intentions [18].

Recent studies have shown that the abilities deployed by GPT in emulating
the possession of a user’s Theory of Mind are not supported by actual capabili-
ties [71,34,44]. In fact, LLMs cannot handle beliefs that the user considers axioms
or takes for granted, including fallacies. This phenomenon has been addressed as
“system’s conservatism” [71], analogous to the corresponding philosophical con-
cept [8]. The expression refers to the phenomenon where certain AI models tend
to uphold the assumptions of the individual involved in the interaction rather
than challenging them. This results in an inability to differentiate between true
and false information in real-world scenarios and to identify any errors made by
human in their epistemological or argumentative journey [44]. A similar mech-
anism is found in all those examples in which the system modifies a correct
answer already given in the face of the skepticism of the user, who claims to own
different notions about it.

The last aspect is particularly interesting in the context of the present anal-
ysis.

LLMs can solve complex problems and demonstrate abilities beyond natural
language generation. However, upon critical evaluation of the results produced
by these models about their ability to solve puzzles or complex problems, it is
difficult to believe that the system is truly capable of arriving at a solution [45].
It may simply be reproducing an input-output scheme to which it was repeat-
edly exposed during its training. This suspicion seems well-founded, especially
considering that the system radically alters its conclusion and even contradicts
itself when faced with slight variations from standard examples [5,68]. The same
applies to tasks where the LLM must make a choice, provide argumentation for a
recommendation, or search for information on a given topic. The model exhibits
challenges in making inferences based on causal relationships, particularly when
completing these tasks [5,20].
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Therefore, a risk arises of mistaking for intelligence what in practice is merely
faithful adherence to a pre-established pattern that, being articulated in its
composition and particularly complex in its concrete operation, is taken for
“truly human-like” [4].

Such a risk materializes and is taken to its extreme consequences when these
LLMs are used to replace XAI models [52]. An example of this is those cases
in which LLM semantics produce explanations for the responses or general out-
comes.

It has been suggested that such a solution would be desirable not only because
the complexities inherent in XAI models could be simplified but also because
more user-friendly explanations could be produced [48,46,82]. However, these
models can only provide justifications for their previous answers, recommen-
dations, or solutions. Moreover, such justifications will be as closely aligned as
possible with the user’s existing beliefs. If the last is not the case, the justifi-
cation will be modified to align with the established patterns of the “system’s
conservatism”. Consequently, the individuals involved in the interaction are not
actually exposed to increased information about the system’s doing, the data
analyzed, and the manner of said analysis. Rather, a persuasion mechanism
is initiated to convince people of the reasonableness of the outcome. This is
achieved through an argumentative rather than an explanatory procedure.

Such a scenario represents a clear failure of one of the main purposes that the
XAI field sets out to achieve, regardless of the current opportunities for success:
empowering users to make autonomous and informed choices or evaluations.

On the contrary, the mechanisms mentioned in the current section reflect
the features of design and programming mentioned earlier as described as “de-
sign for anthropomorphism” 2. These features contribute to the emphasis on the
prevalence of ‘appearance over reality’ in technological innovation — both from
a technical and developmental perspective. Therefore, this enhances reliability
and increases the inclination to rely on AI systems despite the absence of tangi-
ble guarantees regarding the trustworthiness and respect for fundamental rights
and physical and psychological integrity of human beings involved or otherwise
impacted.

As a consequence, users are exposed to an increased risk of manipulation,
distortion of their decision-making processes, reinforcement of false beliefs or
biases, and the mere illusion of cognitive sovereignty over the application, which
could lead to a real dependency dynamic.

5.1 From persuasion to a potential dependency loop

This analysis has demonstrated that anthropomorphism is an inherent aspect
of the human mind and of human evolution 2. Then, it has been demonstrated
that this characteristic inevitably exposes us to certain risks, including the risk of
circumvention. However, it also represents an essential resource for coping with
uncertainty and the unknown. Therefore, the phenomenon of anthropomorphism
could be associated with the concept of inherent vulnerability, which is common
to all human beings [13].
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Such vulnerability has been recognized in legal theory as a result of individu-
als being embodied — i.e., subject to the needs and frailties of their bodies — and
embedded in a system of social relations [28]. This embeddedness also means that
individuals are subject to variable balances of power in relation to the State, laws,
institutions, and policy choices. The material manifestation of inherent vulnera-
bility is our dependence on others and on political superstructures [37]. Greater
dependency increases vulnerability’s exposure, hence increasing the exposure to
damage to psychological integrity and fundamental rights [13,11].

In the context of human-AI interaction, and specifically in the absence of
regulation or technical containment measures, the development of dependency
dynamics towards LLMs is facilitated. Thus, the risk of harm to psychological
and physical integrity is increased.

The dependence on frequently used AI systems can be attributed to the
programming of their interaction patterns, which are intertwined with the innate
propensity for anthropomorphism and the consequent attribution of social roles
to artificial agents.

Due to the fact that these applications are characterized by the phenomenon
of “system’s conservatism”, the apparent possession of a Theory of Mind, and
being constantly available, they may induce compulsive use and overtrust [50].
Indeed, LLMs are programmed to always provide an answer, conform to the
user’s strong beliefs, never offer a judgment on the nature of the requests, make
their data processing non-transparent, and present themselves as companions
ready to provide support. A similar dynamic may cause individuals who are
fragile, insecure, or overly reliant on others to expect that all requests will be
granted and all questions will be answered. Additionally, it has been illustrated
that intelligent systems are often perceived as more accessible and reliable than
human professionals 3. Such a combination increases the potential risks signifi-
cantly.

This is particularly pertinent when one considers that the systems here un-
der analysis are also capable of providing what might be termed ‘persuasive
justifications’ rather than explanations. mechanism would serve to reinforce not
only the subconscious belief that technology is immune to error but also that
it is necessarily led to pursue the interests of the user, even to the extent of
pursuing what might be considered the ‘good’ for the user, without providing
any valid evidence. This would serve to enhance the effectiveness of manipulative
and exploitative mechanisms that take advantage of the inherent vulnerability of
human beings while also rendering them more difficult to identify and interrupt.

It follows that the solution that is most in line with technological demands for
efficiency and accuracy, as well as regulatory demands for protecting individuals
and society as a whole, must be sought elsewhere. More specifically, it could be
important to start conceiving human-AI interaction as a system itself, which
is powered by the distinctive characteristics of its two pillars: technology, with
its pre-programmed features and design, and the human being, with their often
subconscious and inherent traits.
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6 The claim for a responsible XAI

The discussion surrounding the development of new technologies in Europe in
recent years has largely been dominated by the concept of responsible innova-
tion [73,33]. This term summarises the need to produce AI systems that not
only comply with current regulations but also with those that have been pro-
gressively implemented. Furthermore, producers and the scientific community
were urged to focus on researching and experimenting with technology that is
human-centred [60]. Thus the idea of ‘progress at any cost’ is opposed and in-
stead technologies that can truly support the flourishing of every individual are
promoted.

In this context, the term “responsible” emphasizes the importance of col-
laboration between legislators and the scientific community to act in science
and conscience, taking responsibility for the choices made, to which it must be
possible to be accountable in case of harm or malpractice.

Therefore, the paper proposes the development of a responsible XAI as a
necessary step towards achieving a truly responsible AI. To achieve this goal,
research should focus on developing uniform procedures for the development of
XAI systems that can overcome or mitigate technical obstacles. The potential
costs in terms of performance should not be a hindrance. European regulations
on AI all invoke the legal principle of balancing interests. Following prevailing
norms, fundamental rights — including the right to integrity, privacy, and dignity
— are considered an unbreakable core that takes precedence over all other rights,
especially those of an economic nature. Responsible XAI must prioritize safety
in use over technical efficiency. This requires a balancing act between the two,
but any potential loss in efficiency should be outweighed by the gain in safety.

In order to guarantee that assessments are impartial and to prioritise con-
sumer interests and rights, it is necessary for the European legislature to inter-
vene more assertively. In the absence of laws that define the characteristics, scope
and modalities of XAI, as well as its non-optional nature, it is not possible to
enforce and make it binding on companies. It is not being asserted here that XAI
represents the solution to the risk of manipulation, distortion of decision-making,
and injury to the integrity of users. As discussed elsewhere, the human tendency
towards anthropomorphism and vulnerability makes it impossible to eliminate
some of the suggestions and empathic responses described above [15,11]. How-
ever, the analysis presented here aims to emphasize the potential for XAI to hold
producers accountable and provide individuals with a source of resilience when
interacting with AI systems.

It is important to note that these goals have not yet been fully achieved.
Investigating only the technical profiles of explanations, ignoring the nature of
human cognition and psyche, or using solely LLMs as substitutes for explanation
generators will not suffice.

On the contrary, having an integrated approach to XAI development, as sug-
gested in this paper, will prove to be effective at a double level. Analyzing the
mechanisms underlying the outcomes of AI systems by experts is crucial in order
to fully understand how they work, to anticipate the risks that could arise from
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direct contact with the user, and to intervene — already in the experimentation
or testing phase — for their mitigation or solution. Hence, it would not only
be possible to demonstrate commitment to legislation that is certainly complex
to implement. Such anticipatory measures would ensure a higher quality of the
products placed on the market, facilitate positive reception by buyers, and result
in savings in costs that may be necessary in the event of forced product with-
drawals from the market and subsequent compliance with current legislation.
Furthermore, the implementation of appropriate XAI systems also addresses the
call for responsible development of AI, as advocated by both the scientific com-
munity and the European legislator. This concept emphasizes the importance of
designers and programmers prioritising human needs and rights in technological
innovation, while taking into account their ineradicable nature as members of
the humankind. In fact, intelligent systems should not aim to induce behavior or
solicit choices that support interests other than those expressed by the user or
intended by the application. Such systems lay the foundations for manipulative
mechanisms that can be detrimental to personal integrity.

7 Conclusions and Future Works

This study examines the dynamics of human-AI interaction and the tools re-
quired to empower non-expert users.

It illustrates and dissects the subconscious, cognitive, and psychological mech-
anisms underlying the integration of intelligent systems into everyday life. The
study establishes the ineradicability of anthropomorphism and the propensity
to regard technology as a reliable and infallible ally. It is also stated the pre-
ordination with which designers and programmers implement specific features
and functionality, with the aim of facilitating acceptance and usage, while also
opening the way to potential risks to the integrity, freedom of decision-making,
and psychological independence of those involved.

Hereof, XAI emerges as a necessary tool and valuable resource for making the
functionality of AI systems more knowable and accessible to its users. Despite its
potential, this discipline still faces challenges that hinder its theoretical develop-
ment and practical application. These challenges stem from a lack of consensus
on theoretical frameworks and empirical models, as well as a decrease in system
efficiency when implemented with XAI tools. It is important to address these
issues in order to fully realize the benefits of the field iyself.

Therefore, the recent rapid development of LLMs has been introduced, un-
derlining how its interaction interfaces tend to support — or even elicit — the
human tendency towards anthropomorphism. Thus, the belief that the system is
equipped with a Theory of Mind, analysis and processing capabilities, and knowl-
edge that makes it seem an indispensable resource for the user is reinforced, due
to the fact that it appears not only extremely efficient but also reliable. If these
models are given the ability to provide explanations to humans, it lays the foun-
dation for a potentially risky and dependency-oriented bond between AI and
individuals. This paper argues that such explanations are very different in na-
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ture from those envisaged in XAI and only aim to justify the outcome already
produced by the system, seeking to align it as closely as possible with the user’s
preconceptions rather than with the technological reality behind such outcomes.

Therefore, the paper advocates for a shift in the scientific field towards the
study and implementation of responsible XAI. This involves balancing the eco-
nomic and performance interests of IT companies with user advocacy and protec-
tion interests, prioritizing the latter. In fact, research should aim to implement
systems that prioritize explainability and human-centeredness. In doing so, it is
suggested that legislation is needed to provide certain and uniform guidelines
regarding XAI features, characteristics, scopes, and modalities of application.

Future work will focus on creating guidelines to better define what is meant
by responsible XAI and what concrete measures should be taken to guide XAI
research in that direction.
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