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In an increasingly multilingual digital world, information management tools must support the

simultaneous use and matching of multiple natural languages. A prerequisite for this is that the
underlying database engine seamlessly processes multilingual data across languages. However,

most natural language processing-based techniques have focused on developing monolingual

matching algorithms, often ignoring context knowledge and external domain-based sources,
which lead to incomplete and inaccurate matching results in a multilingual environment. The

purpose of this study is to propose an adaptive semantic matching method with context

knowledge and user involvement as two new dimensions for matching the semantically related

entities ontologies. We present a comprehensive evaluation of our solution by applying it in a
multilingual e-commerce platform case study, which performed well on matching accuracy.

Keywords: Semantic matching; context knowledge; user involvement; semantic annotation;
multilingual.

1. Introduction

With the development of global multilingual digitization, a growing number of in-

formation management tools, such as web search engines, e-commerce portals and

applications support the simultaneous use of multiple natural languages, the pre-

requisite for which is that the underlying database engine seamlessly processes

multilingual data across languages. As one of the most important tasks in natural

language processing, semantic matching is widely used in information retrieval,

similarity detection, machine translation and automatic query answering. However,

while its solutions commonly include syntactic matching and meaning matching,

both of which focus on developing monolingual matching algorithms, they no longer

meet the growing number of multilingual resources. Moreover, they often ignore
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context knowledge and external domain-based sources, leading to incomplete and

inaccurate matching results in a multilingual environment.

In many metadata-intensive applications, a semantic match is a critical technique

[1] that may include ontology integration, data warehousing, schema and mapping

integration and e-commerce. The match operator function takes two graph-like

structures and produces a map between the graph nodes that correspond semanti-

cally to each other [2]. Taking di®erent approaches to the matching problem,

researchers have divided them into two categories. The ¯rst is syntactic matching,

which exploits the semantic information codi¯ed in graphs, either implicitly or ex-

plicitly, to match the node labels and searches for similarities between labels using

syntax-driven techniques and syntactic similarity measures. These technical

approaches compute syntactic similarity coe±cients between labels to identify

common substrings [3–6], similar soundex [7–9] or expand abbreviations [10–12].

Thus, in syntactic matching, semantics are not analyzed directly but their corre-

spondences are searched for their syntactic features. The second category focuses on

semantic relations by analyzing meaning matching, which calculates the mappings

between schema elements by computing semantic relations [13]. Speci¯cally, these

approaches focus on concepts rather than labels, on the assumption that it is not

su±cient to consider the meanings of the node labels alone but rather to address the

graphs node positions as well [14–17].

Research has largely ignored the issue of user intervention, focusing instead on

machine-based algorithms when handling matching tasks. While human knowledge

and skills are expected to obtain more accurate results, they are rarely integrated

into the matching system. Many research tools use log querying to enhance match

candidate generation [18], or user clicks to track history for taxonomy matching [19].

However, because leaving the user to handle large amounts of data increases the

tasks di±culty and takes time, we believe that user-friendly interfaces that o®er

better cognitive support [20] will increase productivity far more than improving

accuracy and recall in matching algorithms.

In this study, we propose an adaptive semantic matching method to perform the

matching task in a multilingual context. Our method uses data-linking techniques to

identify and connect individuals that represent the same real-world object. To in-

crease the performance of multilingual matching and improve the accuracy of the

results, we developed two new dimensions to measure similarity in multilingual

semantic matching: Context knowledge and user involvement. On the one hand,

semantic matching can take advantage of context knowledge set of domain-based

speci¯c resources to provide extra information and increase matching recall. This

feature improves the e±ciency of the enrichment of the annotated corpora with

multilingual speci¯c knowledge sources, without having to expend energy on irrele-

vant resources. On the other hand, we designed a hybrid machine–human approach

involving users who can contribute to the matching process without losing multiple

results that might be relevant. In the case of a neutral result from the algorithm-

based similarity calculation, we invited participants to make ¯nal judgments
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through user-friendly interfaces. The decisions were used to train our algorithm and

improve its matching accuracy.

This paper is organized as follows. We begin by presenting the background and

related works. In Sec. 3, we explain our approach both to context knowledge and user

involvement within the framework, and we report our implementation in Sec. 4.

Finally, we conclude with a summary of this work and present suggestions for future

research.

2. Related Work

With the emergence of the Semantic Web and Linked Open Data, researchers have

proposed several techniques and models to handle matching tasks in natural lan-

guage: For instance, Word2Vec [21], LSA [22] and LDA [23]. However, most of these

tools focus on developing monolingual matching algorithms that no longer satisfy the

growing number of multilingual resources. For this reason, we need novel algorithms

that can match ontologies and share more than one language. While automatic

language translation is presently used to match the content in a multilingual envi-

ronment and is designed to translate resources in other languages into English,

several issues, such as regularities and culture [24], are di±cult to address with

automatic approaches. Therefore, automatic translation approaches su®er from

ambiguity and inadequacy in speci¯c domains.

In the context of multilingual resources, matching content has received some

attention in recent years. Shvaiko and Euzenat [25] introduced three types of tech-

niques for element- and structure-level matching: Syntactic, external and semantic

techniques. Following several clearly stated algorithms, syntactic techniques inter-

pret the input as a function of the sole structures: For example, the iterative ¯xpoint

computation for matching graphs [26]. External techniques exploit domains auxiliary

resources and common knowledge to interpret the input, which might be human or a

thesaurus expressing the relationships between terms, such as Wordnet [27], Wiki-

pedia [28] and BabelNet [29]. Finally, semantic techniques use some formal semantics

e.g. model-theoretic semantics [30] to interpret the input and justify the result. With

a semantic-based matching system, exact algorithms are complete because they

guarantee the discovery of all possible mappings, while approximate algorithms tend

to be incomplete.

Matching can be performed by discovering common context knowledge through

ontology [31–33]. This context is represented as a set of multilingual resources, which

have been annotated with concepts from an ontology. The resources are used to

extract relationships between ontology entities and provide common anchors to a

speci¯c domain. Giunchiglia et al. [34] proposed an algorithm S-Match to auto-

matically discover and use missing context knowledge during the matching process,

which improved the quality of matching via iterations with a heuristic and enabled

the newly discovered knowledge to be reused. A study by Sabou et al. [35] focused on

¯nding the connecting paths between two concepts using all of the ontologies
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available on the semantic web as context knowledge. The rationale for their study

was that more ontologies yielded better results. However, this can become a complex

procedure and mass-generated information negatively a®ects the matching results.

Moreover, Jain et al. [36] and Mascardi et al. [37], who used upper-level ontologies as

context knowledge in the matching process, provided a common starting point for

de¯ning the context. Their studies supported broad semantic interoperability among

a large number of domain-speci¯c ontologies. Adding context knowledge yields new

information and improves recall in matching tasks. This new information may,

however, generate matching errors, which decreases precision.

To improve precision and recall results, user involvement approaches have been

widely accepted in the development of active learning systems [38]. A review of the

literature indicates that user involvement generally has positive e®ects, especially

with fake news detection [39–42], health care services [43, 44] and smart cities

[45, 46]. However, few studies have considered how to involve users in semantic

matching. Dragisic et al. [47] and Falconer and Storey [48] proposed using graphic

interfaces for mapping, allowing users to interact with the alignment in multiple

ways and to clarify the consequences of accepting or rejecting a speci¯c match.

Other researchers focused on the development of technical tools. For example,

Conroy et al. [49] proposed a tag mapping tool integrated into Firefox, a web

browser, that enables users to participate in the matching process. Ra±o et al. [50]

provided a clip tool that allows users to explicitly specify structural transformations

using a visual language, in addition to value coupling to be associated with the

correspondences. A recent study by Da Silva et al. [51] involving domain experts in

the matching process not only allows an expert to provide feedback about matchings

between ontology entities but also dynamically evaluates the existing mapping

results. The main challenge in the above research is to design ways to involve users

to help in the matching process without burdening them with information overload

or requiring them to expend a lot of energy. The best solution is to design the

human–computer interaction naturally, using the users motivation to actively

complete the matching tasks.

3. Framework and Approaches

The purpose of this study is to develop an adaptive method to perform the matching

in the semantically related entities' ontologies using data-linking techniques. Data

linking ��� the task of ¯nding equivalent resources that represent the same real-world

object [52] can be formalized as an operation that takes collections of data as input

and produces a set of binary relations between their entities as output. Based on this

mechanism, we explored the e®ectiveness of ¯nding the correspondence between

source and target concepts. This correspondence is used for various tasks from

merging ontologies to answering queries, from data translation to data enrichment.

In addition, we propose two new features for similarity measures context knowledge

and user involvement to improve the accuracy of multilingual semantic matching.
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Figure 1 shows the global framework of the matching system, containing six

stages with di®erent resources and tools used during the design and implementation

of the system.

3.1. Multilingual datasets preparation

In the ¯rst stage, we gathered and stored the source and target datasets into a

relational database. These datasets are usually unstructured, multilingual and

identi¯ed by the business requirements. In this study, the target dataset usually

represents the information that needs to be matched, such as a product's detailed

description, an introduction of an activity or pro¯le information of a supplier. The

source datasets are often composed of keywords or short phrases to match people,

things or events from the system. Because the collected data are not all useful, we

cleaned the data, removing incomplete, duplicated, stop words and error datasets.

Moreover, we used the language recognition function to detect the language corre-

sponding to each paragraph of text.

3.2. Public ontologies

Public ontology, an indispensable component in our process, is a knowledge base

representing semantic relations between concepts in a network. Our ontologies refer

to an encyclopedic dictionary providing concepts and named entities lexicalized in

many languages and connected with large amounts of semantic relations, such as

DBpedia [53], Wordnet, [27] BabelNet [29] and Wikidata [54]. The ontology links

words to semantic relationships that include hypernyms, hyponyms and synonyms.

These are grouped into synsets with short de¯nitions and multilanguage labels. The

ontologies are accessible via the APIs or web browser, where they serve to process the

named entity extraction and context knowledge generation.

Fig. 1. The framework of the adaptive semantic matching system.

July 22, 2023 4:06:08pm WSPC/214-IJSC 2350003 ISSN: 1793-351X
2nd Reading

Adaptive Semantic Matching in a Multilingual Context 5



3.3. Entity extraction

At this stage, the main tasks are to identify and annotate the entities as key elements

from the text. Entity extraction based on semantic technologies disambiguates

meaning and understands context, making unstructured data machine-readable and

thus available for standard processing actions such as retrieving information,

extracting facts and answering questions. For example, the entity orange might

mean a fruit, a color or a telecommunications company. Our entity extraction

technology can distinguish between all three, by considering every possible meaning

and ¯nally suggesting the one that best ¯ts the context.

There are several excellent entity extraction tools, such as DBpedia Spotlight [55],

Babelfy [56], NLTK [57] and SpaCy [58]. In this study, we applied DBpedia Spotlight

to complete the named entity extraction work, not only because it is an excellent

open-source tool with a strong research community but also because it provides

comprehensive information in multiple languages based on DBpedia resources on-

tology, such as de¯nitions, labels, categories and so on. Speci¯cally, we implemented

the following operations:

. Semantic annotation: Tagging text with relevant concepts, to identify URIs for

resources mentioned within the text and described in the knowledge graph of

DBpedia.

. Entity relation extraction: Reveals direct relationships and connections between

di®erent entities as well as complex relationships through inferred, indirect con-

nections (e.g. synonyms, hypernyms and hyponyms).

. Data linking: Establish links between knowledge bases and entities, to infer

entity similarities by identifying the number and direction of links from di®erent

entities.

3.4. Context knowledge generation

The term context in our project refers to the information requested that frames and

scopes the required knowledge. Hence, context knowledge is a part of external

knowledge, a set of domain-based speci¯c resources used to characterize the current

tasks situation. Semantic matching takes advantage of such context knowledge to

provide extra domain-based information and increase matching recall. This match-

ing is performed by identifying a common context knowledge and using it to generate

a set of multilingual resources that have been annotated in the entity extraction

stage with the concepts from domain-speci¯c ontologies.

In our approach, we focus ¯rst on the task of entity categorization, which allows

us to classify di®erent entities into the same category based on the hierarchy from

Wikipedia ontology. We used linked data techniques to connect categories coming

from two entities, transform them into trees of senses for each concept, and compare

the trees to discover hierarchical relations between such concepts. This e®ort pro-

vided similar entities with the same upper-level context to establish an e®ective
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knowledge base for subsequent matching tasks. Figure 2 illustrates an example of the

generation of context knowledge through entity categorization. When considering the

concepts mouse, rodent and rat, the use of a knowledge base such as Wikipedia on-

tology helps deduce that a mouse is less general than a rodent. In other words, mouse is

a hyponym of rodent and situated at the same level as the concept rat. Hence, we can

infer that mice, rodents and rats are related and have a matching similarity.

We then used contextual measure and disambiguation to compute the similarity

between the source and target concepts based on their category hierarchy trees. Our

contextual similarity ranges from 0 to 1, where 0 indicates no similarity and 1

indicates maximum similarity. We computed the similarity score between source

concept and target concept to further determine whether these concepts should be

matched. In an ideal case, the superclass of the source and target concepts come from

the same root. In this situation, the alignment of concepts between source and target

is further supported and hence is preferred. Otherwise, the alignment should be

penalized. For example, the concept mouse might be aligned to the concept animal,

which seems reasonable. However, if the mouse belongs to a superclass such as a

computer input device, then the alignment should be penalized because its contex-

tual similarity is low.

In our approach, semantic transference refers to assigning semantics to concepts

that have not been described in the target knowledge resource by considering the

available information of these concepts in the source knowledge resource. In a

multilingual knowledge base such as Wikipedia, the labels describe a concept, which

is expressed in di®erent languages. The attribute helps to deal with the transference

of semantics across languages, supplement the missing language information in the

same context, and match the source concept and target concept between di®erent

languages. To illustrate: Assume that a German car accessory supplier opens a

new store on an international industrial e-commerce platform. Technically, the

e-commerce platform company requires the information sources to be integrated into

Fig. 2. Context knowledge generation with entity categorization.
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its multilingual ontology. This task could be done by transferring the semantics of

the concepts described in a source knowledge resource to a target knowledge

resource, where the target knowledge is in English and the source knowledge is in

another language, such as German in this example.

3.5. Automatic matching processing

This stage seeks to ¯nd the relationship between concepts, or rather to estimate the

degree of their similarity by using the generated context knowledge. In this study, we

focused on establishing a correspondence between words and texts through three

main levels: Syntactic, semantic and contextual.

First, we used the Jaccard method [59] to calculate syntactic similarity, which

assumes that the similarity between two texts is proportional to the number of

identical words in them. At this level, we focused on comparing the labels related to

the concepts. Since a concept has several labels and each label represents one lan-

guage, this avoids matching results in a multilingual environment. For example,

mouse and souris belong to the same concept but exist in English and French,

respectively. The Jaccard similarity index is proportional to the number of common

unique word roots in the two texts, and the Jaccard measure calculates the similarity

value between two words by comparing the weight they are sharing. This weight of

measure considers how many di®erent words are associated with a given word in a

text. By computing the similarity measure of all word pairs in the corpus, we

extracted the list of the most similar words between source and target texts. This

process was repeated to reach the best syntactic matching.

Semantic matching is used to complete syntactic methods since the latter are

insu±cient: It compares only textual concepts and neglects their semantic designa-

tions. Based on the results of entity extraction at the early stage, each annotated

concept from the text was integrated with the synonyms, hypernyms and hyponyms.

This additional information helped to reveal useful linked concepts and expand the

scope of matching based on semantic similarity. On the one hand, semantic similarity

focuses on the meaning and interpretation-based similarity between the two texts,

the analysis used a sophisticated method for extracting meaning-based values be-

tween source and target concepts. On the other hand, however, semantic similarity

estimated the distance between concepts by using an ontology and o®ers greater

accuracy while keeping irrelevant information to a minimum.

The results were obtained from the semantic matching as input for the initial

contextual method. First, we classi¯ed the relevant concepts from the same text into

di®erent categories. By using the semantic similarity between the source and target

categories, we obtained the common topics, which we used to de¯ne the context of

the content. In other words, in the absence of matching concepts, we could still

match the relevant content because of a common context. Second, we used a con-

¯dence score that was de¯ned by using the factors such as topical pertinence and

contextual ambiguity, to evaluate the trustworthiness of each annotation of the
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concept. This con¯dence score is computed by the relative concepts of content in

the same context. The high relevant concepts were assigned a higher con¯dence

score. For example, an article about animals contains an introduction to the growth

of the mouse. During the matching process, through the analysis of the context

information, our system automatically determined that the mouse is a rodent, not a

pointing device. Finally, with the enrichment of the matching results from di®erent

speci¯c contexts, the results provide useful information to adaptively construct

domain-speci¯c knowledge bases for public sharing as linked open data.

3.6. User involvement

User involvement relates to the validation of the mapping suggestions generated

by the machine-based matching system. In this stage, we focused on developing a

hybrid approach to enable natural user involvement and obtain higher quality

gains in the semantic matching task. Speci¯cally, our approach contains three

sessions: Validation, aggregation and recommendation. The validation session allows

a domain expert or normal user to validate a subset of matching suggestions.

We analyzed the threshold de¯ned by our system for deciding whether the automatic

semantic matching is acceptable. This threshold presents the semantic coherence

between source and target concepts by using the semantic similarity coe±cients score

from 0.0 to 1.0. In the event our matching algorithm produces a neutral result (e.g.

less than 0.5), we invited the user to make the ¯nal validation.

We applied a majority voting strategy to aggregate the results of the validation

from the users. The ¯nal result of matching was obtained with the highest number of

votes. For example, two users selected rat as the best match for mouse, while only

one user selected rodent. The system then recorded the concept rat at the top of the

matching list of the mouse concept. Furthermore, our approach supported the use of

aggregation results in the computation of mapping suggestions and the recommen-

dation of which matching strategies to use, thereby introducing the domain experts

and the users knowledge in the matching generation and recommendation processes.

Our hybrid machine–human approach constructed an active learning-based [60]

decision-making model that decided whether the results from the automatic

matching element are su±ciently good or need a human in the loop.

4. Implementation

We implemented a prototype based on the framework described above. This pro-

totype was integrated into an online multilingual e-commerce platform containing

four steps: content processing, data enrichment with context knowledge, semantic

matching and user validation.

4.1. Content processing

The content processing function is designed to prepare the original and target

datasets before matching. In our case study, data collection involves the source and
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target datasets separately. The target datasets contain the descriptions of products

and the pro¯le of suppliers on an e-commerce platform. Depending on the location of

the suppliers, ¯ve languages can be used in their descriptions: English, French,

German, Italian and Chinese. The source datasets include the users matching

request, which can be a sentence or keyword in any of the ¯ve languages. Once the

data were collected and stored in our database, we focused on three steps in the data

cleaning process:

(1) Removed unwanted characters, a primary step in the process of text data

cleaning, in which we removed all the tags for the text from HTML sources, for

example, HTML format entities, non-alphabets and any other characters that

might not be a part of the language. We used regular expression methods to ¯lter

out most of the unwanted texts.

(2) Removed stop words. In our case study, keywords are more important than

general terms, so removing stop words might increase matching precision. In this

step, we used predetermined lists of multilingual keywords from the textual

analysis tool quanteda [61] to complete removal.

(3) Stemming and lemmatization. Here, the goal was to reduce in°ectional forms of

a word to a common base or root form through the natural language toolkit

NLTK [57]. For example, the words playing, plays and played share a common

root in play, and cars and cars share a common root in car.

The entity extraction task was completed by using DBpedia Spotlight, an open-

source tool for automatically annotating concepts from the text. DBpedia Spotlight

provides an API to map unstructured information sources to the linked open data

cloud through DBpedia ontology. DBpedia Spotlight is a multilingual tool, which

identi¯es URIs for resources mentioned within di®erent textual languages. Moreover,

this tool allows con¯guring the annotations to the speci¯c needs through the

DBpedia ontology and quality measures such as prominence, topical pertinence and

disambiguation con¯dence [55]. The con¯dence parameter was used in our study to

measure the precision of concept annotation. The value of the con¯dence score ranges

from 0 to 1, which considers factors such as topical pertinence and contextual am-

biguity. During the annotation process, setting a high con¯dence threshold instructs

DBpedia Spotlight to avoid incorrect annotations but risks losing some correct ones.

Fig. 3. Concepts annotation with con¯dence parameter.
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In some cases where the system is ambiguous, we con¯rmed the results of annotation

through user involvement. Figure 3 shows an example of concept annotation using

DBpedia Spotlight. The term engine occurs in two concepts with very close

con¯dence scores, DBpedia: Internal combustion engine (0.418) and DBpedia:

Engine motor (0.582). In this situation, we would submit it to an expert for

validation to increase the precision of the semantic annotation.

4.2. Data enrichment with context knowledge

The goal of data enrichment is to append and enhance the annotated concepts with a

relevant context obtained from additional sources in DBpedia ontology, such as

synonyms, categories and translations [62, 63]. In this step, we built a context

knowledge base in the form of a triple store with the links of each concept to combine

the information from external sources. Our triple store was based on the instance of

Stardog, a knowledge graph to store the RDF data and model. Stardog is imple-

mented with W3C standards and supports the RDF graph data model and SPARQL

query language, which enabled us to enrich the ontology with the extra datasets and

relations between the concepts more e®ectively. The process of data enrichment

provides not only additional information for annotated concepts but is also used

as the source for the context knowledge ontology construction. Speci¯cally, the

Table 1. Data enrichment properties and examples.

Property name Description Example

hasLookupURI URL of the matching DBPedia concept https://dbpedia.org/resource/Engine

hasSimilarityScore The topical relevance of the annotated 0.582
resource for the given context is

measured by the similarity score

returned by the content processing step
hasAnchorText The word(s) in the text matched to a engine

concept of DBpedia

hasPosStart The start position of the anchor text in 411

the whole text
hasPosEnd The end position of the anchor text in 417

the whole text

type Type of concept, information coming owl:Thing

from the DBpedia ontology
label Label of concept, with a language tag Engine @en; Moteur @fr

abstract The description of the concept An engine or motor is a machine

designed to convert one form of

energy into mechanical energy. @en
subject The related categories from DBpedia, Engine technology @en; Moteur @fr;

which is represented using keywords, Motor @de

key phrases or classi¯cation codes
wikiPageRedirects The synonyms of a concept Air-breathing engine; Motor

sameAs Mapping of concepts with equivalent http://fr.dbpedia.org/page/Moteur

meaning http://de.dbpedia.org/page/Motor
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following sources were added in our ontology to enrich the annotated concept as

shown in Table 1.

Once the required data are obtained, we stored it in the format of Turtle syntax in

the triple store. In principle, a Turtle document allows writing an RDF graph in a

compact textual form. An RDF graph is made up of triples consisting of a subject,

predicate and object. This structure can be used for semantic matching through

SPARQL queries. Table 2 introduces an example of a Turtle document of an an-

notated concept with additional sources.

4.3. Semantic matching

The principles of semantic matching can be considered data interlinking, which is

particularly bene¯cial in cross-language matching because the matching resources do

not need to use the same natural language. We began to determine the relation

between the source and target entities by composing the relations in the path (i.e.

sequence of relations) connecting them. The composition method may be functional,

order-based or relational. For instance, the relation =, standing for equals to; the

relation < standing for subClass by and the relation > standing for superClass to.

Our algorithm ¯rst proposed the matching results that hold an equal relation

between source and target entities. To avoid matching concepts with the same words

but di®erent meanings, the results were based on the computation of disambigua-

tion. In this case, multiple languages that refer to the same concept could be iden-

ti¯ed and matched in the same way. Second, we used synonyms in the matching task,

which helped to identify the nodes in the two structures that semantically relate to

one another. For instance, the system identi¯ed that a product containing the word

Table 2. Example of data enrichment in a turtle document.

<http://datasemlab.ch/smms/100001#34> nlp:hasLookupURI

<http://dbpedia.org/resource/Engine>.
<http://datasemlab.ch/smms/100001#34> nlp:hasAnchorText

`̀ engine"@en.

<http://datasemlab.ch/smms/100001#34> nlp:hasPosStart 411.
<http://datasemlab.ch/smms/100001#34> nlp:hasPosEnd 417.

<http://datasemlab.ch/smms/100001#34 > nlp:hasSimilarityScore 0.582.

<http://dbpedia.org/resource/Engine>

<http://www.w3.org/2000/01/rdf-schema#label> `̀ Engine"@en,
`̀ Moteur"@fr;

<http://purl.org/dc/terms/subject>

<http://dbpedia.org/resource/Category:Engine technology>,

<http://dbpedia.org/resource/Category:Engines>;
<http://dbpedia.org/ontology/abstract> `̀ An engine or motor

is a machine designed

to convert one form of energy into mechanical energy." @en,
`̀ Un moteur est un appareil transformant une nergie

quelconque en nergie canique." @fr.
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Fig. 4. An example of the paths between the related concepts.

Fig. 5. Matching suggestions and user validation.
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car is semantically equivalent to another product automobile in English and voiture

in French since they are synonyms. However, because too many synonyms render the

matching results biased, we used only synonyms with the best similarity scores [64].

Third, we operated concept mapping through general and speci¯c relations. This

operation was based on the extra information from our context knowledge database.

The purpose was to ¯nd paths between concepts that are not directly related but

belong to the same category or subcategory. Figure 4 shows an example of paths

found by our system. The concepts car and train can be matched because they belong

to a common category, land transport.

4.4. User validation

The validation session allows the user to validate matching suggestions. The sug-

gested results come from the semantic matching computation in the multilingual

environment, which contains equivalent, similar and context-based relations be-

tween source and target concepts. Through the user interface, the system presents

matching suggestions (Fig. 5), with product information available on the e-commerce

platform, such as product name, short description and photo. The user can reject one

or more matching suggestions by selecting the checkbox. Furthermore, the user can

review previous decisions and propose di®erent options.

The user's validations are stored in the matching decisions database. We applied

the majority voting method to measure the ¯nal output of matching results with the

highest votes. Matching decisions, including both accepted and rejected results, can

be used in the future computation processing stage, as well as to improve our context

knowledge information. A validation session is an optional user operation, and with

additional user involvement, the matching systems accuracy and e±cacy should

improve.

5. Conclusion and Future Work

In this paper, we present an adaptive semantic matching framework used to perform

matching tasks in a multilingual environment. The development of our framework

not only solves the problem of inaccurate matching between multilingual resources

but can also be used as a fundamental technique in areas such as resource discovery,

data integration, contextual search and schema and ontology merging. We highlight

how the Semantic Web and data-linking technologies can help to improve ontology-

based natural language processing using rules and queries. To this, we added two

new dimensions to the concept matching process, to improve the accuracy of the

matching algorithms and eliminate language barriers. Speci¯cally, the generation of

context knowledge ontology allows enriching the annotated concepts with additional

sources. This approach is well suited to matching multilingual resources since it does

not consider the linguistic manifestation of concepts as part of the content. More-

over, our framework permits natural user involvement, an enduring challenge in
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semantic matching. We show the utility of this approach in our implementation for

providing precise matching results through human knowledge and experience.

Looking ahead, we will continue to develop and evaluate matching-based com-

putation strategies and user involvement strategies. Strategies that reuse validation

results to reduce the matching processing time or guide computation are especially

interesting. In addition, we will integrate debugging strategies into the context

knowledge generation process, to improve the results from the entity extraction

session. It would also be useful to develop con¯gurable and customizable user

interfaces, which the users themselves might help to improve and ¯nd solutions that

best ¯t their needs and preferences.
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