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Abstract. This paper investigates the possibility of simulating bounded
rationality effects in an agent’s decision-making scheme by limiting its ca-
pability of perceiving information and utilising a decision-making frame-
work of Triandis’ Theory of Interpersonal Behaviour. Based on previous
work on an agent-based platform, BedDeM, we propose how to capture
the effects of sequential, emotional, habitual and multi-criteria decision-
making. The Perception component in the agent is further extended
to take into account confirmation bias and the bandwagon effect. We
demonstrate the functionality of this model in the context of purchasing
vehicles in Switzerland’s households.

Keywords: Agent-based simulation · Bounded rationality · Choice
modelling · Behavioural theory.

1 Introduction

The number of agent-based models (ABM) used to represent human decision
making are increasing. Agent designs with notion of perfectly rational maximise
expected utility but crucially ignore the resource costs incurred. Researches in
bounded rationality (BR) offer an alternative to how to model behaviours in an
uncertain environment with limited available cognitive resources. However, the
ABMs utilised in these researches often focus only on simulating one particular
type of BR (see surveys such as [6, 15] and Section 2). This study looks at an
universal approach of developing an agent-based platform that can investigate
the impact of multiple BRs on decision-making.

Discussing the term bounded rationality equals walking on a tightrope due
to different interpretations across and even within disciplines. In this study, we
follow the definition provided by Carley et al. [5] regarding two types of bounds in
agents - limits to capabilities and limits to knowledge. Capabilities are related to
the agent’s physical, cognitive and computational architecture. Knowledge is the
ability to learn and construct intellectual history. This paper attempts to take
advantage of active perception to limit the agent’s capability to observe relevant
information. Through this data filtering capacity, BR is an extension of the
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model of the perfectly informed, optimised individuals to account for restricted
knowledge and resources, i.e. a form of bounded optimality [22][p. 1050]. Coupling
this definition with the notions of bounded rationality coined by Simon [23] and
the heuristics and biases advanced by other researchers, several phenomena can
be targeted in this study:

– Sequential decision-making refers to algorithms that consider the dynamics of
the world, thus delaying parts of the problem until they must be solved [8, p.
337].

– Emotional decisions happen when the people’s emotional state influences
the depth of information processing related to decision-making [24].

– Habit formation is the process by which a behaviour becomes automatic
when it is repeated with a routine [24].

– Multiple criteria other than cost can be considered, depending on the decision-
making context [22][p. 622-628].

– Confirmation bias is the tendency of people to select the information that
supports their views, ignore contrary information, or when interpret ambigu-
ous evidence as supporting their existing beliefs or values [18].

– Bandwagon effect is a psychological phenomenon in which an idea or belief
is being followed because everyone seems to be doing so [14].

We acknowledge that this list is limited and only covers the general ideas
of each BR. However, it represents topics that are often mentioned in ABM
research (see surveys such as [6, 15]) and provides a starting point for what can
be considered in our study.

Previously, we have developed an agent-based model, and integrated tooling -
BedDeM - based on Triandis’ Theory of Interpersonal Behaviour (TIB) [16,17].
The decision-making modules in this model can be used to implement differ-
ent mechanisms representing items from the list above. In particular, it cur-
rently factor in the effects of sequential, emotional, habitual and multiple criteria
decision-making (see Section 3.4). We modify the Perception component to take
into account confirmation bias and bandwagon effect.

Purchasing new vehicles is an essential field for Switzerland’s energy strategy,
especially when it provides an understanding of the need of individual consumers
and requirements for future infrastructure [4]. It is also an area where BRs are
particularly pervasive, as decisions are made on the level of deeply heterogeneous
individuals and households. Due to the significant number of individual decision-
makers involved and alternatives offered in vehicle purchasing, ABMs are often
utilised for the assessment of BRs effects in the lab as well as in the field (e.g.
[10, 13]. Therefore, it is chosen as a suitable context to implement and test the
functionality of the new bounded Perception component.

The paper is organised as follows: After considering some of the related ABM
architectures in Section 2, we present the structure of our agent-based model and
explain how the mentioned BRs are specified in Section 3. Next, a case study is
provided to evaluate the result of applying this bounded Perception in Section
4. Finally, we conclude and suggest further development in Section 5.
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2 Related works

This section provides the state-of-the-art in terms of ABM that addressed the
BRs mentioned, i.e. sequential, emotional, habitual, multi-criteria decision-making,
confirmation bias, and the bandwagon effect. Our agent decision-making archi-
tecture, which also covers several different types of BRs, will be discussed in
Section 3.

In terms of sequential decision-making, researchers in ABM often take the
approach of multiple steps/stages in decision-making before the final output. The
most famous architecture of this category is Belief-Desires-Intention (BDI) model
[9]. It is centred around three mental attitudes, namely beliefs (the informational
state of the agent), desires (the objectives or situations that the agent would like
to accomplish or bring about) and, especially, intentions (the deliberative state of
the agent - what the agent has chosen to do). Other extensions of BDI, cognitive
and normative architectures that have a perception-deliberation-action cycle also
belong to this category. A good summary of them can be found in [2].

There is a body of work focussing on emotions in BDI agent reasoning
(see [2]). However, only a few agent architectures considered emotions explic-
itly in literature. These include PECS [27], Emotional BDI (eBDI) [19] and
BRIDGE [7]. The first of these is an extension of the BDI architecture that incor-
porates emotions as one decision criterion into the agent’s decision-making pro-
cess. PECS aims to enable integrative modelling of physical, emotional, cognitive
and social influences within a component-oriented agent architecture. BRIDGE
represents emotions by using the Ego component to specify different emotional
responses to various stimuli. According to [2] and the best of our knowledge,
these architectures are used as reference models, so few specifics can be found
about their actual implementations in practice.

To represent the habitual patterns in human behaviour, hybrid approaches
that allow for heuristics, as well as deliberation and reactive production rules,
are often utilised in ABM. Two examples of this category are Consumat [12] and
BRIDGE [7]. Consumat allowed for modelling habitual behaviour by introducing
five heuristics based on uncertainty and cognitive effort that can be utilised
instead of complete deliberation. BRIDGE, similar to Consumat, introduces the
idea of the basic needs of the agent, which can overrule any deliberate decision-
making process via a response component to ensure that agents can react when
needed.

Multi-criteria decision-making is usually addressed by applying multi-attribute
utility theory, which is used to represent the preferences of an agent over bundles
of goods either under conditions of certainty about the results of any potential
choice or under conditions of uncertainty [22][p. 622-628]. To consider the at-
tribute that is not mutually utility independent, Thiriot et al. also propose a
multi-objective multi-agent system (MOMAS) to explicitly consider the possi-
ble trade-offs between conflicting objective functions [26]. The criteria are often
context-dependent, i.e. the modeller has to define them based on statistics or
previous empirical studies.
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Confirmation bias considers how various sources of information are filtered
due to personal cognitive biases. For example, eBDI filters information from all
perceptions and other sensor stimuli using semantic association rules derived
from its internal beliefs. BRIDGE architecture has a Ego component that con-
tains different filters and ordering preferences. They are utilised to interpret
the input stream of information to form the beliefs in the agent. Confirma-
tion bias is also considered under the opinion dynamics modelling frameworks.
Sobkowicz introduced a quasi-Bayesian belief updating framework, where the
incoming information is filtered by the cognitive biases or predispositions of
the agent (e.g. memory priming/availability, simplicity/attention and emotional
filters) [25]. Rollwage et al. suggest implementing confirmation bias via meta-
cognition (accuracy of belief formation) of agents, allowing them to down weight
contradictory information when correct but still able to seek new information
when they realise they are wrong [21].

The bandwagon effect can be associated with the ability to consider social
learning in agent design, which is often found in normative models. Several
architectures can be listed in this category, including BRIDGE, EMIL-A [1]
and Consumat. BRIDGE accounts for some social concepts, including a social
interaction consideration, the social concept of culture, and a notion of self-
awareness (and resulting differentiation of one-self and other agents). In EMIL-A,
social norms instead play a central role. It models the process of agents learning
about norms in a society, the internalisation of norms and the use of these norms
in the agents’ decision making. On the social level, Consumat has some idea of
sociality in terms of agents being able to reason about the success of their actions
in relation to the success resulting from the actions of their peers. If the agent
does perform as well, it simply imitates (i.e. copies) the action(s) of others.

Although some account for multiple aspects of behaviour, the agent archi-
tectures and implementations surveyed above do not comprehensively cover all
BRs effects mentioned in Section 1. Therefore, in this study, we create an agent
model capable of considering these effects in its decision-making scheme.

3 Simulating bounded rationalities in agent’s
decision-making

Several effects of BRs can already be covered using our previous work on an
agent framework based on TIB [17], including sequential, emotional, habitual
and multi-criteria decision-making. We further extend the Perception component
to cover the confirmation bias and the bandwagon effect. In the first subsection,
we provide an overview of the agent’s decision-making cycle. The following sub-
sections describe the two main components related to this study: Perception and
Decision-making. We then summarise how each BP type has been captured in
our agent architecture.
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3.1 Agent’s decision-making cycle

The main components of our agent’s decision-making cycle are illustrated in
Fig. 1. First, it uses the Perception component to observe information about the
available options. Using the agent’s reference, it then filters, sorts, and creates a
shortlist of options. If the agent’s internal state or these options satisfy specific
criteria, the Decision-making component gets triggered. It follows the procedure
of the TIB framework to evaluate the list of options in terms of a utility value
(detailed below). Finally, an option is selected based on the provided utility,
either by choosing the best (deterministic agent) or using a probability (proba-
bilistic agent). The Communication component then outputs this action to the
environment and updates the Memory component of the agent.

Fig. 1: Overview of agent’s components

3.2 Perception component

The Perception component (see Fig. 2) first gather information about the avail-
able option from the environment, including its neighbour’s opinion. It then
options into several lists, each satisfying certain criteria. These lists are then
sorted, multiplied with certain weights and merged to form a list of selected op-
tions for decision-making. The criteria and their weights are based on the agent’s
personal preferences about the option’s properties, which can be calibrated with
the empirical data.

The mechanism can be explained clearer in the context of car purchasing:
a consumer often starts by filtering out models that have a certain type of
engine, price, energy labels and neighbour review. As human mental accounting
mechanisms are limited [11], s/he has to sort the options to get the best one of
each category and combine them to make a final list of available models for the
final decision-making step.

Using this structure, the confirmation bias can be represented with the filter-
ing process with only relevant options being considered. The bandwagon effect is
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Fig. 2: Perception component

highlighted with the inclusion of neighbour opinion as one of the criteria. Using
an associated weight, the agent can decide on the influence of this effect on its
final list of selected options.

3.3 Decision-making component

A full decision-making component with the TIB framework is illustrated in Fig.
3. For all determinants (d), each option (opt) is given a utility value which comes
from comparing its property with other’s (Ud(opt)). In the first level, this value
can be in the form of a real numerical system (for determinants such as price or
time) or ranking function (for determinants such as emotion). Either of which can
be calculated from empirical data (e.g. census, survey) or calibrated with expert’s
knowledge and stakeholders’ assessment. The results for these determinants are
then normalized and multiplied with an associated weight (called wd); the sum
of which becomes the referenced value for the option in the next level. This
process is captured in the following equation:

EUd(opt) =

A∑
a=1

(EUa(opt) ∗ wa/(

O∑
o=1

EUa(o)) (1)

where EUd(opt) is the utility value of an option (opt) at determinant d. A
is the set of all ancestors of d (i.e. determinants connects with d in the previous
level). O is the set of all available options. w(a) is the weight of ancestor a. In
this case, the weight represents the importance of a decision-making determinant
compare to others at the same level and emphasizes on the heterogeneity of
individuals. It also allows the modeller to cut determinants (i.e. setting their
values to 0) that are not relevant to a context. The combination process then
continues until it reaches the behaviour output list; the utility value of which
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Fig. 3: Decision-making component with TIB framework

can be translated to the probabilities that an agent will choose that option. If
the agent is assumed to be deterministic, it picks the option that is correlated
to the highest or lowest utility depending on modeller’s assumptions.

3.4 Summary of the simulated bounded rationality effects

With the two components above, we can summarise how the BRs can be simu-
lated:

– Sequential decision-making: A decision-making cycle includes several
steps, one after another. This procedure starts with the agent gathering infor-
mation about the alternatives. Then, using its references, it filters, sorts, and
cuts this list to a selected few. If triggered, these selected options are evalu-
ated in the decision-making component. Finally, the highest/lowest evaluated
alternative is selected and communicated to the environment. Using a pro-
cedural approach, this process follows the description of sequential decision-
making in Section 1, i.e. the current step waits for the result of the previous
step.

– Emotional decision-making: It is captured in the determinant Affect in
the 2nd level of the Decision-making component (see Fig. 3). Its evaluation
is dependent on the context of decision-making. For example, our purchasing
agent can rank how much comfort/pleasure it can have from a model com-
pared to others. The Affect determinant is associated with a weight (waffect).
By increasing this weight and lowering the weights of other related determi-
nants, we can highlight the contribution of emotion to the overall behavioural
output.

– Habits: Similar to emotion, the agent also accounts for past behaviour in
its 3rd level of the TIB framework (see Fig. 3). Its weight can be adjusted
to mark its influence on the final choice.

– Multiple criteria: The TIB framework in the Decision-making component
allows users to capture different factors in decision-making, i,e. attitude(e.g.
cost, time), norms, role, self-concept, emotion, habit, and past behaviour.



8 K. Nguyen et al.

A mapping with empirical data can be provided better to interpret these
factors in a decision-making context. Function 1 provides a mean to combine
them in the form of a utility value. Using associated weights, the agent can
also decide which one has a larger/lower impact on the final choice. This
concept also allows the agent to express its preferences on certain criteria of
decision-making.

– Confirmation bias: In the Perception component, an agent filters the infor-
mation received from the environment to form different short lists of options.
This process represents the idea that the agent selects the information that
supports its preference. The associated weights of each criterion mark the
contribution of this bias to the final list. For example, in the car purchasing
context, the user can generate an agent who only wants to receive informa-
tion about electric cars by first setting the filter to only allow electric engine
cars and zeroing all weights except for the engine’s weight.

– Bandwagon effect: In its perception phrase, the agent starts with observing
its environment, including the patterns of its neighbour. It also accumulates
the neighbours’ opinions. This information is then used as a filter for in
Perception component (Fig. 2) and be fed into the Social factors determinant
in the Decision-making component (Fig. 3). Each of them is associated with
a weight to provide a way to compare its effects to other factors in the
decision-making.

4 Case study

This study focuses on observing the effect of bounded perception in an agent’s
decision-making. In the first subsection 4.1, we first calibrate our model with
empirical data. The next subsection describes an experiment to demonstrate the
function of the extended Perception component.

4.1 Data mapping and calibration

The environment in this study includes two main entities: Market and Opinion
Platform. The Market consists of the details of the currently available car mod-
els, which are extracted from a Swiss car catalogue [20]. The given information
include engine type, energy label, market price, brand and years of availability.
The Opinion Platform provides reviews (value from 0-1) from the neighbour-
hood, dealer and media. Their weights are created based on the network from
the SHEDS panel data [28].

An agent in our model represents a household in Switzerland, which is gen-
erated using the process in [3]. There are currently 3080 agent profiles available.
Each of them is associated with a weight to represent a portion of Switzerland’s
population. The behaviour outputs are multiplied with these weights to scale up
to the national level.

In Decision-making component, the following properties can be mapped to
determinants of the first TIB level (see Fig. 3): Price - Evaluation, Review of



Simulating Bounded Rationality in Decision-Making 9

dealer/media - Role, Review of neighbours - Norm, Brand of vehicle - Self-
concept, Comfortability - Emotion, Available of charging - Facilitating condition
and Past usage of the same model - Habit.

To calibrate this purchasing model, two different sets of parameters corre-
sponding to different components - Perception and Decision-making - are se-
lected. In the Perception component, there are two main categories: thresholds
for filters and weights (see Fig. 2). The thresholds include: 1) preferred engine
(Gasoline, Diesel, Electric, Hybrid, other), 2) energy label (A, B, C, D, E, F and
below), 3) price, 4) brand (1-8), recommendation level (value 0-1). In addition,
each is associated with a weight, which also needs to be calibrated. In terms of the
Decision-making component, we calibrate the following determinants’ weights:
price, energy label, recommendation, social status, brand, emotion, habit, atti-
tude, social factor, intention and facilitating condition (charging infrastructure).
At this stage of development, all weights will take a value in the set (0, 0.25, 0.5,
0.75, 1).

The number of parameters is significantly large, increasing the combined
number of test runs exponentially. Therefore, we choose to perform a sensitive
test for all parameters. The less critical parameters are assigned only two steps
(0-1) in data calibration. From our tests, energy label, brand, and social status
belongs to this group. All parameters are then further grouped to create eight
different agent purchasing profiles. Each agent is then assigned a random group
for each of its parameters. This process ensures the heterogeneity in our agent
population.

Our main objective is to minimise the error calculated by the total differences
between the final number of vehicles purchased and real sales, multiplied by the
weights (representing the adjusted importance) of the following criteria: 1) the
total unit sales, 2) sum of sales of gasoline, diesel, electric and hybrid models
and 3) the total sales different clusters of models of different brands.

We calibrated with the data from 2015 to 2019. The more recent years, 2020
- 2021, are separated due to the effect of the pandemic COVID-19. Therefore,
its car stock is adapted directly from correspondences in SHEDS panel data. We
repeat this procedure for all agent’s profiles set at deterministic (i.e. choosing
the best option) to find the smallest error. After a period of two weeks, the best
setting satisfies the 1,2,3 condition with the yearly average errors after multiplied
with weights equal to 305’485.

4.2 Evaluation of bounded perception

As the sequential, emotional, habitual, multi-criteria decision-making mecha-
nisms are mainly implemented in the formerly developed Decision-making com-
ponent, their effects on behaviour can be by changing associated weights, similar
to what was done previously in [16]. In this section, we focus on testing the func-
tionality of the bounded Perception component in our agents. The number of
vehicles (considered and purchased) calibrated for the final year (2019) is used as
ground truth. We perform the experiment by turning the filtering, shorting and
cutting functions off and evaluating the results against this ground truth. Fig. 4a
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shows the results as the number of models being considered among the agent’s
population after the perception process. Fig. 4b presents the final sales after
the decision-making process. The figures are categorised by different engines,
including diesel, gasoline, electric and hybrid vehicles.
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Fig. 4: Simulation results in term of total number of vehicles per engine type

The number of the models considered is much higher in the ground truth case
(without BR), especially for gasoline models (considered nearly 12 times). When
we apply filters with bounded perception, the distribution between different en-
gine types is more balanced though it is proportioned to the case. In the total
sales of ground truth, the highest number is gasoline with 1.1 million vehicles.
Even though electric vehicles are considered more, they have fewer sales. With
the bounded perception applied, there are significant increases in the number
of diesel cars sold. The gasoline and electric figures drop to 95’071 and 70’327
respectively. It is mainly due to betters models of diesel and fewer models from
gasoline/electric type being selected after the perception phase. Overall, we can
clearly observe the difference in the number of models being considered (indi-
vidual perception level) can lead to the difference in the percentage of car types
sold (macro level).

5 Conclusion

In this study, we adopt our simulation platform - BedDeM - to simulate the im-
pacts of different types of BRs. With the framework developed in [16,17], sequen-
tial, emotional, habitual and multiple criteria decision-making can be considered
in the agent’s architecture. In addition, the Perception component is extended
to cover the confirmation bias and bandwagon effect. This paper describes the
agent’s architecture design and provides an experiment to demonstrate the im-
pact of bounded perception in the context of car purchasing in Switzerland.
Similar experiments can be done to highlight the effect of single or combined
BR on an agent’s decision-making and output.
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The current model is still, however, missing some features, including variabil-
ity of mapping between the first level determinants with SHEDS and MTMC
data (see Fig.3). This process can be accomplished by collaborating with a col-
laborator from economic or social science to derive a more accurate description
of TIB’s elements and generate more agent profiles in the current population.

There are also some promising research directions for our mobility platform.
With the innovation in technology and increased environmental awareness, it
has become more common for people to access electric or hydrogen vehicles.
The model can provide a good indication of the roles of determinants in future
scenarios (such as new infrastructures or government policies). Coupling with
other models from different sectors can also provide a consumer’s perspective
where bounded rationalities can play a significant role in the agent’s decision-
making. As the topics provided in Section 1 and their implementation in BedDeM
are limited and simplified, one can implement more elaborate decision-making
mechanisms in their modules to reflect the complexity of these topics.
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