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Abstract. ImageCLEF is part of the Conference and Labs of the Eval-
uation Forum (CLEF) since 2003. CLEF 2022 will take place in Bologna,
Italy. ImageCLEF is an ongoing evaluation initiative which promotes the
evaluation of technologies for annotation, indexing, and retrieval of visual
data with the aim of providing information access to large collections of
images in various usage scenarios and domains. In its 20th edition, Im-
ageCLEF will have four main tasks: (i) a Medical task addressing concept
annotation, caption prediction, and tuberculosis detection; (ii) a Coral
task addressing the annotation and localisation of substrates in coral reef
images; (iii) an Aware task addressing the prediction of real-life conse-
quences of online photo sharing; and (iv) a new Fusion task addressing
late fusion techniques based on the expertise of the pool of classifiers. In
2021, over 100 research groups registered at ImageCLEF with 42 groups
submitting more than 250 runs. These numbers show that, despite the
COVID-19 pandemic, there is strong interest in the evaluation campaign.

Keywords: User awareness, medical image classification, medical image
understanding, coral image annotation and classification, fusion, Image-
CLEF benchmarking, annotated data



2 A.G. Seco de Herrera et al.

1 Introduction

ImageCLEF is a benchmarking activity on the cross-language annotation and re-
trieval of images in the Conference and Labs of the Evaluation Forum (CLEF) [19,
20]. The 20th anniversary of ImageCLEF will take place in Bologna, Italy, in
September 202211. The main goal of ImageCLEF is to promote research in the
fields of multi-lingual and multi-modal information access evaluation. Hence, a
set of benchmarking activities was designed to test different aspects of mono and
cross-language information retrieval systems [16, 19, 20]. Both ImageCLEF [28]
and also the overall CLEF campaign have important scholarly impact [28, 29].

Since 2018, the AIcrowd12 platform (previously crowdAI) is used to distribute
the data and receive the submitted results. The platform provides access to the
data beyond the competition and allows having an online leaderboard.

The following sections introduce the four tasks that are planned for 2022,
namely: ImageCLEFmedical, ImageCLEFcoral, ImageCLEFaware, and the new
ImageCLEFfusion. Figure 1 captures a few images the specificities of some tasks.

2 ImageCLEFmedical

The ImageCLEFmedical task has been carried out every year since 2004 [20]. The
2022 edition will include two tasks: the caption task, and the tuberculosis task.
The caption task focuses on interpreting and summarising the insights gained
from radiology images. In the 6th edition [12, 13, 22–24] of the task, there will be
two subtasks: concept detection and caption prediction. The concept detection
subtask aims to develop competent systems that are able to predict the Unified
Medical Language System (UMLS®) Concept Unique Identifiers (CUIs) based
on the visual image content. The F1-Score [15] will be used to evaluate the
participating systems in this subtask. The caption prediction subtask focuses
on implementing models to predict captions for given radiology images. The
BLEU [21] score will be used for evaluating this subtask. In 2022, a subset
of the Radiology Objects in Context (ROCO) [25] dataset will be used. As in
the previous editions, the dataset will be manually curated after using multiple
concept extraction methods to retrieve accurate CUIs.

The tuberculosis task will be extended from the previous TB-case and/or le-
sion classification problems [9–11, 17, 18] to the more advanced lesion detection
problem. As in previous editions the task will use chest 3D Computed Tomog-
raphy (CT) scans as source data, but this time participants are expected to
detect cavern regions localisation rather than simply provide a label for the CT
image. This problem is important because even after successful TB treatment,
which satisfies the existing criteria of cavern recovery, patients may still contain
colonies of Mycobacterium tuberculosis that could lead to unpredictable disease

11 https://clef2022.clef-initiative.eu/
12 https://www.aicrowd.com/
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Fig. 1. Sample images from (left to right, top to bottom): ImageCLEFmedical caption
with an image with the corresponding CUIs and caption, ImageCLEFmedical tubercu-
losis with a slice of a chest CT with tuberculosis cavern region, ImageCLEFcoral with
3D reconstruction of a coral reef and ImageCLEFaware with an example of user photos
and predicted influence when searching for a bank loan.

relapse. In addition, the subtask of predicting four binary features of caverns
suggested by experienced radiologists will be available.

3 ImageCLEFcoral

The increasing use of structure-from-motion photogrammetry for modelling large-
scale environments from action cameras attached to drones has driven the next-
generation of visualisation techniques that can be used in augmented and vir-
tual reality headsets. Since 2019, the ImageCLEFcoral task addresses the issue
automatically annotating these images for monitoring coral reef structure and
composition, in support of their conservation. The 4th edition of the task will
follow a similar format to previous editions [2–4] where participants automati-
cally segment and label a collection of images that can be used in combination to
create three-dimensional models of an underwater environment. Figure 1 shows
the 3D reconstruction of a coral reef (approx. 4 × 6 m). To create this model,
each image in the subset is represented by a blue rectangle in the image, with the
track of multi-camera array clearly visible across the environment. In 2022, this
task will contain the same two subtasks as in previous years: coral reef image
annotation and localisation and coral reef image pixel-wise parsing.
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The coral reef image annotation and localisation subtask requires participants
to label the images with types of benthic substrate together with their bounding
box. The coral reef image pixel-wise parsing subtask requires the participants
to segment and parse each coral image into different image regions associated
with benthic substrate types. As in previous editions, the performance of the
submitted algorithms will be evaluated using the PASCAL VOC style metric of
intersection over union (IoU) and the mean of pixel-wise accuracy per class.

Previous editions of ImageCLEFcoral in 2019 and 2020 showed improvements
in task performance and promising results on cross-learning between images
from different geographical regions. The 3rd edition in 2021 increased the task
complexity and size of data available to participants through supplemental data,
resulting in lower performance than in previous years. The 4th edition plans to
address these issues by targeting algorithms for geographical regions and raising
the benchmark performance. As with the 3rd edition, training and test data will
form the complete set of images required for 3D reconstruction of the marine
environment. This will allow participants to explore novel probabilistic computer
vision techniques based on image overlap and transposition of data points.

4 ImageCLEFaware

The online disclosure of personal data often has effects which go beyond the
initial context in which data was shared. Content which seems innocuous initially
can be interpreted to the users’ disadvantage by third parties which have access
to the data. For instance, it is now common for prospective employers to search
online information about candidates. This process can be done by humans or
be based on automatic inferences. Users are entitled to be aware about the
potential effects of online data sharing and this task hypothesises that feedback
about these effects can be efficiently provided by simulating impactful real-life
situations. Since images constitute a large part of the content shared online, the
objective of the ImageCLEFaware task is to automatically rate user photographic
profiles in four situations in which the users would search for, e.g., a bank loan,
an accommodation, a waiter job, or a job in IT.

In the 2nd edition of the task, the dataset will be enriched to include 1000
profiles instead of the 500 included in the 1st edition. Each profile is labelled
with an appeal score per situation by several annotators. Participants will be
provided with the profiles along with the associated rankings. The objective of
the task is to produce an automatic ranking which is as closely correlated as
possible to the manual ranking. Correlation will be measured using a classical
measure such as the Pearson correlation coefficient.

Task-related resources will be provided by the organisers to encourage partic-
ipation of different communities. These resources include: (i) visual object rat-
ings per situation obtained through crowdsourcing; (ii) automatically extracted
visual object detection for over 350 objects (versus 270 in 2021) which have
non-null rating in at least one situation.
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In accordance with General Data Protection Regulation, data minimisation is
applied and participants receive only the information necessary to carry out the
task in an anonymised form. This resources include (i) anonymised visual concept
ratings for each situation modelled; (ii) automatically extracted predictions for
the images that compose the profiles.

5 ImageCLEFfusion

While the advent of deep learning systems greatly increased the overall perfor-
mance of computer vision methods in general, there are still some tasks where
system performance is low, thus impeding the adoption of automated computer
vision methods in the industry. One representative example for this type of tasks
is the prediction of subjective properties of multimedia samples. While these
tasks may be harder to solve, given the inherent lower annotator agreement
present in the datasets associated with such concepts, this task hypothesises
that it is possible to significantly improve the current results by using late fu-
sion approaches. Late fusion, also knows as ensembling or decision-level fusion,
consists of a set of initial predictors, called inducers, that are trained and tested
on the dataset, whose prediction outputs are combined in the final step via an
ensembling method in order to create a new and improved set of predictions. In
the current literature late fusion systems are sometimes successfully used even in
traditional tasks such as video action recognition [27], and more often in subjec-
tive and multimodal tasks like memorability [1], violence detection [7] and media
interestingness [30]. Furthermore, latest developments in this field, using deep
neural networks as the primary ensembling method show major improvements
over traditional ensembling methods, by greatly increasing the performance of
individual inducers [5, 6, 26].

In this context, the 1st edition of the ImageCLEFfusion task is proposed. The
organisers will provide several task-related resources such as: (i) the datasets
that will be used throughout the task; (ii) a large set (more than 15) of pre-
computed inducer prediction outputs for the corresponding datasets; and (iii)
metrics and data-splits. Participants are tasked with creating novel ensembling
methods to significantly increase the performance of the pre-computed inducers.
The targeted datasets for the ImageCLEFfusion task will be composed of ground
truth data extracted from several subjective multimedia processing tasks like
interestingness [8], memorability [14] or result diversification [31].

While the metrics and data-splits will be used to measure ensembling method
performance, this task will also look to provide answers to interesting theoretical
questions, such as: (i) how does inducer correlation affect ensemble performance;
(ii) how does inducer diversity affect ensemble performance; (iii) are there selec-
tion methods for inclusion and exclusion of inducers regarding an ensemble; (iv)
are deep learning ensembling methods better than other types of approaches?
Answering these questions may provide valuable insights for future research, not
only with regards to the best performing ensemble methods, but also into the
reduction of hardware requirements by inducer selection.
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6 Conclusion

This paper presents an overview of the upcoming ImageCLEF at the CLEF
2022. ImageCLEF has been organising many tasks in a variety of domains in the
field of visual media analysis, indexing, classification, and retrieval. The 20th
anniversary of the task includes a variety of tasks in the fields of medical imaging,
nature, system fusion, and internet applications. All the tasks will provide a
set of new test collections simulating real-world situations. Such collections are
important to enable researchers to assess the performance of their systems and
to compare their results with others following a common evaluation framework.
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20. Müller, H., Kalpathy-Cramer, J., Garćıa Seco de Herrera, A.: Experiences from
the ImageCLEF medical retrieval and annotation tasks. In: Information Retrieval
Evaluation in a Changing World, pp. 231–250. Springer (2019)

21. Papineni, K., Roukos, S., Ward, T., Zhu, W.J.: BLEU: A method for automatic
evaluation of machine translation. In: Proceedings of the 40th annual meeting of
the Association for Computational Linguistics (ACL 2002). pp. 311–318 (2002)
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