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Abstract 

 

Autosegmentation of gross tumor volumes (GTVs) holds promise to decrease clinical demand 

and to provide consistency across clinicians and institutions for radiation treatment planning. 

Additionally, autosegmentation can enable imaging analyses such as radiomics to construct and 

deploy large studies with thousands of patients. Here, we review modern results that utilize 

deep learning approaches to segment tumors in five major clinical sites: brain, head and neck, 

thorax, abdomen, and pelvis. We focus on approaches that inch closer to clinical adoption, 

highlighting winning entries in international competitions, unique network architectures, and 

novel ways of overcoming specific challenges. We also broadly discuss the future of GTV 

autosegmentation and the remaining barriers that must be overcome before widespread 

replacement or augmentation of manual contouring.      

  



 

Introduction 

 

A critical component of radiotherapy planning involves segmentation of both target volumes and 

organs at risk (OARs). This process utilizes a significant portion of physician and staff time away 

from patients to contour structures prior to dosimetric treatment planning. Accurate segmentation 

depends crucially on the underlying imaging to guide the segmentation, which gives rise to the 

potential to automate the entire process: autosegmentation.        

  

Segmentation of OARs is a time-consuming process for radiotherapy planning, and 

autosegmentation holds promise to ease the clinical demand and bolster contour consistency. 

However, the sheer variability in patient anatomy, positioning, implants, catheters/stents, metal 

artifacts, and physiological state is enormous and continues to challenge autosegmentation. A 

comprehensive historical perspective on autosegmentation of OARs from atlas-based 

segmentation to deep-learning based approaches has been recently summarized in a 

comprehensive book: Auto-Segmentation for Radiation Oncology: State of the Art,[1] which 

focuses on the 2017 AAPM Thoracic Auto-segmentation Challenge dataset. OAR 

autosegmentation has been gaining significant traction with several institutions clinically 

integrating OAR autosegmentation and products being deployed by industry. Given the additional 

thorough reviews[1–4] of OAR autosegmentation and its relative maturity, here we instead focus 

on autosegmentation of gross tumor volumes (GTVs).   

 

GTV segmentation boils fundamentally down to selecting which voxels contain tumors and which 

do not. However, there is significant variability in this task - physicians hold varying training 

experiences, adopt unique preferences, incorporate differing amounts of clinical information into 

the contour, and perform patient-individualized tradeoffs between tumor control and toxicity. 

These decisions are often baked into the contour and not always represented in the underlying 

imaging alone. In manual segmentation, inter-observer variability can be significantly impacting 

both clinical treatment and radiomic features and predictive power.[5,6] Additionally, information 

from multi-modal imaging is often needed to help define the tumor volumes (see the review in this 

series on multimodal image registration. Autosegmentation of GTVs can play an important role in 

not only decreasing the clinical demand but also in providing consistency and standardization 

across providers and departments.  

 

We focus in this review on advances in GTV autosegmentation made in five key sites: brain, head 

and neck, thorax, abdomen, and pelvis (Figure 1). We will discuss innovations and models 

designed specifically for autosegmentation in these areas.  
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Figure 1. A. In this review, we highlight major advances in tumor autosegmentation for the five 

clinical sites: brain, head and neck, thorax (lung, heart, and esophagus), abdomen (liver, 

pancreas, kidney), and pelvis (prostate and cervix). B. Successful autosegmentation models rely 

on several steps including: data collection and curation, pre-processing and data ingestion, 

splitting datasets into train/validate/test sets, hyperparameter optimization and tuning, architecting 

networks, post-processing and visualization, and aggregating outputs from ensembles of 

networks.     
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Table 1. Overview of top-performing tumor segmentation models by site, highlighting novel architects, key innovations, outstanding 

challenges, datasets used, and best Dice scores.  

 

 

 

Top-performing 

Architects Key Innovations 

Challenges 

Remaining Key Dataset(s) 

Dice Score 

(%) 

Brain  
Glioblastoma Densely Connected CNNs Sparsification training Robustness BraTS 0.89  

Brain Metastases  3D U-Net T1 w - T1 wo subtraction maps Lesions < 6 mm BraTS 0.75  

Intracranial Multi-class 3D U-Net 

Add 10% of institutional data 

to previously trained models 

to boost performance Validation BraTS 0.77 

 

Head and Neck  
 

 

Oropharynx Squeeze-and-excitation layers 

Adaptive weighting of 

channel-wise features (e.g., 

PET and CT) 

Ground truth, no 

bounding box, MRI 

datasets HECKTOR 0.76 

 

Elective Nodes U-Net 

Computer vision pre-

processing 

External validation, 

comparison to vender 

models MDA 0.90 

 

Thorax 
 

 

Heart Multi-atlas-based approaches 

4DCT and multi-atlas-based 

approaches 

Substructures for 

radioablation planning, 

coronary vessels, motion 

management 

Australian Breast 

Cancer patients (n = 

20) 0.92 

 



 

Lung CNNs, ResNets Adaptive CNNs 

SABR-specific models 

and consistency of 

contours TCIA, MSKCC, LIDC 0.82 

 

Esophagus 

Two-stream deep fusion 

framework, multi-branch 

decoders, Attention-based U-Nets 

Progressive semantically -

nested network: DeepTarget Low tissue contrast 

Chang Gung Memorial 

Hospital (n = 148) 0.79 

 

Abdomen 
 

 

Kidney nnU-net 

Automated preprocessing and 

model architecture decisions 

larger, more varied 

datasets KiTS19 0.85 
 

Pancreas Square-window CNN, U-Net 

CE endoscopic US images have 

helped  

motion management, 

image quality 

Medical College of 

Wisconsin (n = 40) 0.73 
 

Liver 

Adversarial networks, Spatial 

feature fusion CNNs,  Arterial phase imaging diversity of datasets LiTS and 3DIRCADb 0.84 
 

Pelvis 
 

 

Prostate 

Physician style-aware network, 

multiple decoders cater to preferences/styles post-prostatectomy bed 

UC Irvine (n = 242) 

mpMRI Prostate 0.94 
 

Cervix U-Nets, fine-tuning 

compare to  resident-level 

performance  Generalizability  

First Affiliated Hospital 

of Anhui Medical 

University in China (n = 

125) 0.86 

 

 



Deep-learning State-of-the-Art in Medical Image Segmentation 

 

Prior to diving into the site-specific models, there have been several intuitions developed from 

deep-learning worth discussing upfront. Radiological imaging as input to deep learning models 

differs markedly from more conventional photographs and images used to train large neural 

networks. Importantly, medical imaging data are often multimodal (combinations of X-ray, CT, 

contrast enhancement, MR sequences, PET, and Ultrasound), non-isotropic (voxels can have 

different slice thicknesses), three-dimensional (with various reconstructions), and fixed in 

viewpoint (patients tend to be scanned in certain standard positions like supine). Researchers 

from single institutions may have access to only their own unique patient dataset, but medical 

imaging data generally is subject to domain shifts[7] in which different hospitals and even different 

scanners or protocols on the same scanner can introduce significant variation in the resultant 

imaging. Carefully selecting and validating data at a multi-institutional level is imperative to 

generate robust models with clinical relevance.   

 

Prior to deep learning, computer vision and machine learning were utilized to attempt 

autosegmentation. These approaches often required knowledge of image properties to guide 

manual selection of parameters such as contrast-based thresholding, definition of edge detectors, 

or cluster determination. They tended to work well for particular datasets or patients but often did 

not generalize well to different centers and held an upward limit to their utility. Deep learning 

offered a different approach in which parameters could be derived from training with the data and 

optimizing weights of neural networks. The evolution of deep learning approaches for medical 

imaging segmentation has been elegantly reviewed recently.[8,9]    

 

The most commonly used architectures utilize convolutional neural networks (CNNs), with most 

adopting U-Nets[10] or V-Nets[11]. Briefly, these architectures have a downsampling path in 

which images are compressed into higher level semantic features with increasing depth. The 

upsampling path then brings the images back into input resolution, and skip-connections allow 

the network to bring information across the downsampling path directly to the upsampling path. 

To date, most top-performing tumor segmentation architectures use a flavor of a U-Net at their 

core.[12–15] Many features and components of the network can be further customized to optimize 

performance. Several top performing models also employ model ensembling in which multiple 

models trained separately with various splits of the data or distinct model configurations are 

combined to vote for the most likely GTV.[16,17] Further, instead of hand-crafting features, 

frameworks like neural architecture search (NAS) explore a broad gamut of architectures and find 

the optimal configurations.[18–20] NAS and even hyperparameter optimization[21] tend to require 

hundreds of GPU hours and often leverage multi-GPU and/or multi-node hardware to train several 

possible networks simultaneously to find optimal performing networks.   

 

However, the network architecture itself is not the only decision to be made. Beyond the network, 

decisions on pre-processing, training scheme (e.g., data splits, hyperparameters, loss functions, 

optimizers, data augmentation), post-processing and ensembling are key attributes that need to 

be carefully selected alongside the network architecture. These decisions typically are hand-

chosen and can vary significantly across datasets and tasks. nnU-Net recently innovated this 
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process by creating data fingerprints which aim to automate these preprocessing decisions 

directly from the data or from fixed parameters that have been shown to work robustly.[22] nnU-

Net at its core uses a U-Net, but it adapts all other decisions to create one framework to segment 

any medical imaging task. Out-of-the-box, nnU-Net has been shown to score highly in several 

competitions without any fine-tuning. Several entries in modern challenges today are now using 

nnU-Net as a baseline and adding features to it or replacing components.         

 

During training and on validation, models need to be evaluated with a loss function. There has 

been a deep investigation using nnU-Net and varying loss functions on a variety of segmentation 

tasks.[23] Interestingly, no single loss function was able to work robustly across datasets. Instead, 

a combination of Dice and other loss functions tended to perform best. However, as we will see, 

most studies train and report a single loss function (e.g., Dice, Hausdoff distance, etc.). 

Additionally, the evaluation metric depends critically upon the goal, and physician review may be 

necessary for widespread clinical adoption of autosegmentation models.[24]  

 

Although this review is aimed for radiation oncology departments, we pull together here 

information and studies across several different disciplines including in radiology, international 

tumor segmentation challenges, AI-based conferences, and the literature more broadly to provide 

a well-rounded perspective on the state of autosegmentation for each of these 5 sites.  

 

Autosegmentation of GTVs (and in AI models generally) is challenged by the limited number of 

available datasets, bias in the training data, differences in image acquisition protocols, and a 

trade-off between accuracy and complexity in deep neural networks. There is a rich history of 

segmentation approaches for each site, which we cannot fully capture here. Rather, we focus 

mostly on works published over the last two years (2020 – 2021).  

 

Site-specific Advances in Autosegmentation 

 
Brain 
 
Glioblastoma: Glioblastoma multiforme (GBM) represents one of the most challenging tumors to 
contour. Clinically, GBMs are typically contoured post-operatively, and thus pre- and post- 
imaging as well as multimodal MRI are needed to delineate the tumor bed. Recent efforts have 
used densely connected CNNs to segment the resection cavity of GBMs.[25] However, failures 
compared to manual contours persisted, especially in areas with signal inhomogeneities like the 
ventricles and subarachnoid spaces, where the model failed to differentiate resection cavity from 
normal anatomy. Gross GBM tumors can also be important to contour to ensure coverage of initial 
pre-surgical lesions. Significant heterogeneity in multi-modal imaging exists, including missing 
acquisitions of particular sequences. Sparsification training can simulate missing MR sequences 
during training and has been shown to improve autosegmentation of gross GBMs, allowing for 
implementation on more heterogeneous data acquisitions.[26] The Brain Tumor Segmentation 
(BraTS) challenge has been proposed yearly since 2012 for multimodal MR GBM segmentation. 
Most recently in 2020 results, nnU-net was used to achieve the top performing scores with a Dice 
of 0.8895 for the whole tumor, emphasizing that preprocessing decisions can play an instrumental 
role in autosegmentation.[27]  

 
Brain Metastases: Autosegmentation of brain metastases poses some unique challenges in that 
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intracranial metastases can often have multiple lesions on initial presentation, as well as have a 
high propensity to develop new lesions on follow-up imaging. Several implementations of various 
flavors of 3D U-Nets for the identification of brain metastases have recently been published.[28–
31] Most of these implementations focus on utilizing the T1-weighted MR imaging with contrast, 
which best isolates the tumor and is most heavily used in manual contouring. Some studies also 
compute subtraction maps between T1-weighted contrast volumes and T1-weighted non-contrast 
volumes, and use all three as inputs to the model.[28] Importantly, Zhou and colleagues utilized 
DL-based single shot detectors to output bounding boxes and confidence measures of individual 
lesions.[32] Detection is generally a different class of diagnostic problem than segmentation, but 
for brain metastases detection of small lesions can be instrumental. They noted excellent 
performance on identifying lesions greater than 6 mm, detecting all lesions with few false 
positives; however, for lesions less than 6 mm, results were markedly worse. This is an important 
area of research, as stereotactic radiosurgery is being increasingly used to treat small lesions as 
soon as they radiographically appear or grow. False negatives tend to be lesions less than 3 mm, 
subtle lesions, or lesions near the dura/vessels, whereas false positives are more extra-axial, 
within bone, or developmental anomalies.[28] 
 
Multi-class: One recent framework has also been able to classify tissues into different intracranial 
tumor types (low and high-grade gliomas, brain metastases, meningiomas, pituitary adenomas, 
and acoustic neuromas).[33] Although this may not be essential for radiotherapy planning, one 
framework or model that can robustly classify and identify multiple different lesion types holds 
great clinical value. Further, a recurrent theme in deep learning is overfitting onto the training set 
and the need for a variety of multi-institutional data. Recent work has shown that a 3D U-Net 
trained to identify a variety of neurologic abnormalities (including various tumors) on T2 FLAIR 
imaging does not generalize well to an independent institution not used in training. However, if a 
modest amount of training data (10%) is included that closely matches the distribution and 
characteristics of the test set, the AI model can perform significantly better on the test set.[34] 
This is an interesting concept that might allow institutions to take previously trained models from 
public repositories and retrain them including a small amount of data from their own institution 
that could be more readily available.   
 
Head and Neck 
 
Autosegmentation of the head and neck is of particular interest due to the necessary clinical 
tradeoff between tumor control and radiation-induced toxicity. It is clear that multimodal imaging 
is necessary for both the manual delineation of head and neck GTVs, as well as in 
autosegmentation. PET imaging reflects the metabolic tumor response, indicating the active 
tumor region and is robust to metal artifact, whereas CT focuses on morphological tissue 
properties. A recent quantitative review of segmentation approaches for GTVs in the head and 
neck for both primary tumor and nodal GTVs demonstrated the superiority of using multi-modal 
(PET and CT) imaging over CT alone, as well demonstrating superiority of a 2D CNN compared 
to classical thresholding and machine learning approaches.[35] CNN models that used multi-
channel PET and CT achieved Dice scores of 0.74, compared to 0.66 (CT) and 0.68 (PET) alone.      
 
Oropharynx: Oropharyngeal cancers (OPCs) are globally the most common primary head and 
neck cancer. The Medical Imaging Computing and Computer Assisted Intervention Society 
(MICCAI) has hosted and run the Head and NeCK TumOr (HECKTOR) segmentation challenge 
in which fused PET and CT imaging were provided as a challenge for autosegmentation in 
2020[17] and has extended this competition in 2021[36]. The winning submission achieved a Dice 
score of 0.7591 on a hold-out test set using a squeeze-and-excitation (SE) normalization, which 
adaptively weights channel-wise features (here, the PET and CT imaging).[12] A similar approach 
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also obtained the best score on the enriched test set in 2021 (Dice of 0.7785), confirming the 
results. Most of the top scoring submissions used multi-modal 3D U-Nets or ResNets of various 
flavors, with a few top submissions employing generative adversarial networks (GANs). GTV 
autosegmentation would allow for prediction of clinical outcomes on large populations of data, 
and validation studies directly comparing outcomes predictions from manual contours to 
autosegmentations are showing increasingly comparable results.[37] Further, a multi-task 
architecture that jointly trains both GTV autosegmentation and clinical outcomes (radiomics) data 
with a common encoder in an end-to-end fashion has recently shown to have greater predictive 
power, as well as an ability to predict clinical outcomes without requiring a segmentation as input 
at all.[38]   
 
However, physiologic PET avidity and image registration from PET to CT Simulation scans do 
pose significant challenges. To overcome these challenges, multi-parametric MRI is now being 
routinely obtained prior to treatment for diagnosis and planning. Additionally, MR-linacs are 
increasingly being used for OPC and head and neck radiotherapy. Multi-parametric MR using 
anatomical (T1-weighted, T2-weighted) combined with functional (apparent diffusion coefficient 
(ADC), volume transfer constant, and extracellular volume fraction) imaging has been recently 
used to train a multi-channel U-Net for autosegmentation of OPCs.[39] These early results show 
promise and were retrospectively indistinguishable to physicians compared to manual contours. 
Similar approaches and results have been seen at other institutions, with anatomical MR 
alone.[40] Further work is under investigation to evaluate dosimetric and potential clinical 
outcomes and toxicity impacts of these autosegmentations. Still, MR presents challenges in 
segmentation due to metal artifacts and poses clinical challenges due to availability and 
contraindications in certain patient populations.  
 
Gross and Elective Nodal Irradiation: Gross nodal metastases that are PET avid or meet size or 
morphology specifications have also been successfully contoured with autosegmentation U-Net 
and V-Net architectures, without explicit distinction from the primary tumors.[41,42] Ongoing 
efforts are also underway in autosegmentation that distinguish nodal GTVs from primary 
GTVs.[43] CTV neck nodal contouring, while not gross tumor, remains the most time-consuming 
aspect of head and neck contouring. Recent work from MD Anderson has automated the 
contouring of CTV neck nodal levels using computer-vision volume of interest identification and 
U-Nets.[44] This work is particularly appealing clinically due to the reduction of time spent and 
variability rendered in manual contouring.  
 
Head and neck tumor sites outside of the oropharynx are less well studied due to the relatively 
lower prevalence. Similar approaches using 3D Unets have been tried with success for salivary 
gland tumors[45], nasopharyngeal carcinomas[46,47], and thyroid nodules on diagnostic 
scanning [48].   
 
Thorax 

Many advances have been made to enable GTV autosegmentation of thoracic anatomy through 

machine and deep learning techniques. This review will primarily focus on the current state of 

autosegmentation of GTVs in the heart, lungs, and esophagus. 

Heart: While radiation therapy is not the standard care for cardiac tumors[49], cardiac 

radioablation is a treatment that would benefit from the fast, accurate target volume delineation 

that automatic techniques have to offer. Autosegmentation of the entire heart has been performed 

with a high degree of accuracy thanks to atlas-based approaches. Finnegan et al. recently 
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achieved a mean Dice of 0.923 ± 0.01 using a multi-atlas-based approach with 4DCTs[50,51]. 

However, for radioablation, the substructures are important to contour but success has been 

varied. Using an atlas-based approach, Ferrugia et al. determined that while larger substructures 

like the great vessels and heart chambers could be successfully autosegmented, the coronary 

arteries and heart valves had too much segmentation variability to be applied clinically[52]. This 

conclusion matched that of similar previous studies[53,54]. Results could be improved with motion 

management techniques to raise the quality of those smaller substructures, as well as through 

additional datasets. 

Lung: A thorough review of the advancements in deep learning-based autosegmentation of GTVs 

in the lungs was published in July 2021 by Liu et al[15]. Much of the research cited in the review 

involves novel techniques inspired by the CNN architecture. For example, Wang et al. designed 

the patient specific A-net for contouring non-small cell lung cancer (NSCLC) tumors seen in 

MRI.[55] The network was trained on previous weekly MRI images and tested on current weekly 

images, yielding an average Dice of 0.82 ± 0.10 when comparing the contours to those contoured 

manually by radiation oncologists. Zhang et al. modified a ResNet to segment the GTV of NSCLC 

patients on CT images.[56] The modification fused shallow surface features with the deep 

semantic features to generate dense pixel outputs, and this led to an average Dice of 0.73. The 

review also includes the full resolution residual neural network (FRRN) proposed by Pohlen et 

al.[57], which passes full resolution of features to each layer, and the later modification to multiple 

resolutions in the multiple resolution residually connected network (MRRN) by Jiang et al.[58] 

These developments improved the ability to recover the input image resolution and increased 

robustness of results. Finally, the efforts to develop multi-modality techniques are recognized, 

especially the work of Zhao et al. in combining sub-segmentation branches that handled CT and 

PET images with a V-Net and later fused the modalities, providing an average Dice of 0.85 ± 

0.08.[59] Another review of target volume contouring in radiation therapy by Mercieca et al. 

suggested that a large database of contours with a common protocol, peer review, and acceptable 

local control and toxicities could alleviate many of the issues with learning-based 

autosegmentation[60], which have also been recently highlighted specifically for lung GTVs[61]. 

Few studies have also specifically focused on lung stereotactic ablative radiotherapy (SABR) GTV 

contours to train models, as the SABR contours overall may differ.[62] However, the current 

studies are encouraging for the future of deep learning-based lung tumor autosegmentation for 

routine clinical use.  

Esophagus: Esophageal tumors can be trickier to segment than NSCLC tumors due to the lack 

of contrast from the surrounding tissue, and thus could be a great beneficiary of deep learning 

techniques. Recent studies have tried combatting the low contrast with the use of PET/CT. Jin et 

al. provides a thorough analysis of autosegmentation of esophageal tumors using a two-stream 

chained deep fusion framework for CT and PET and a progressive semantically-nested network, 

an approach they call DeepTarget, including comparison to a wide variety of state-of-the-art 

approaches from other groups.[63] With a mean Dice of 0.790 ± 0.095, their technique 

outperformed DenseUNet, progressive holistically nested neural networks, and several other 

cited fusion approaches. In an effort to simplify the workflow, Yousefi et al. developed a Dilated 

Dense Attention U-Net to automatically segment esophageal tumors in CT only.[64] They 

successfully obtained comparable results with a mean Dice of 0.79 ± 0.20. The group highlighted 
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an enriched dataset containing a wider variety of tumors, air pockets, foreign bodies, etc. to 

improve results in the future. Recent work has also used two distinct decoders (multi-branch) to 

segment separately distal and proximal esophageal lymph node GTVs based on OAR distance-

based gating.[65] 

Abdomen 

Kidney: Autosegmentation of tumors in the kidneys was put to the test during the 2019 KiTS19 

Challenge[66] in which teams were given common training and testing data to try to achieve the 

best Dice in kidney and GTV segmentations. It was anticipated that garnishing the nnU-net[67] 

would yield the highest score, but the winning team used the original architecture and focused on 

pre-processing to achieve a tumor segmentation Dice of 0.851.[68]  As has been a consistent 

theme in autosegmentation, the future direction of this challenge includes a larger and more 

varied training dataset to reduce bias. 

Pancreas: Autosegmentation of pancreatic tumors has been seemingly more difficult. In multi-

parametric MRI, a square-window CNN-based approach yielded average Dice of 0.73 ± 0.09, 

though very notably this was comparable to a Dice between two separate observer contours.[69] 

Another interesting study utilized contrast-enhanced endoscopic ultrasound images of pancreatic 

tumors along with a U-Net to accomplish the autosegmentation task.[70] Instead of Dice, 

Intersection over Union (IoU) was used to evaluate the results, which included a mean IoU of 0.77 

and minimum and maximum values of 0.39 and 0.91, respectively. This indicates that the use of 

deep learning offers encouraging results, but further developments are needed to obtain 

consistent accuracy suitable for clinical implementation. Improvements in motion management, 

image quality, and network architecture have been cited as key steps to enabling more accurate 

results. 

Liver: There have been a relatively large number of studies pertaining to autosegmentation of 

tumors of the liver with increasing levels of success. Most of the published work utilized two 

publicly available CT datasets: 2017 LiTS[71] and 3DIRCADb[72]. One example is the SegNet-

based study performed by Almotairi et al.[73] SegNet is an encoder-decoder network with a pixel-

wise classification layer. Using the 3DIRCADb dataset, tumor segmentations were achieved with 

superior accuracy to many previously applied techniques including random forest[74], cascaded 

fully convolutional neural networks[75], CNN[76], hierarchical convolution[77], and others. For 

three test cases, the IoUs were all above 0.90. An example of a study using the LiTS dataset is 

Liu et al, in which a Spatial Feature Fusion Convolutional Network was presented to segment 

tumors[78]. This approach included output extraction at every convolutional block and skip-

connections in the down-sampling phase to efficiently transfer spatial information to later layers. 

Feature fusion blocks were used to merge spatial features, and fully connected 3D conditional 

random fields were applied to refine segmentations. With this technique, the mean Dice per case 

achieved for liver tumors was 0.59 and the mean Dice when considering all cases as an entire 

volume, or Dice global, was 0.75. This study also included many previously developed techniques 

for comparison and showed superior results. Two impressive studies were performed with data 

outside of the two typically used datasets. The first, by Xu et al.[79], utilized arterial phase images 

to provide additional information to the segmentations performed on portal venous phase images 
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with a network architecture inspired by the VoxResNet[80]. With this approach, a DPC and DG of 

0.78 and 0.87 were achieved, respectively. The other study by Zhao et al. used a united 

adversarial learning framework with several novel techniques to segment tumors in multi-modality 

non-contrast MRI[81]. These features included an edge dissimilarity feature pyramid module, a 

fusion and selection channel, coordinate sharing with padding, and a multi-phase radiomics 

guided discriminator to use radiomics features to enhance the autosegmentation results. This 

study achieved mean Dice and IoU of 0.84 ± 0.02 and 0.81 ± 0.03, respectively. Through the 

recent success of these studies, it is evident that adding more image information has been helpful 

in improving results. Additionally, improving the diversity of datasets and tumor types, along with 

developing the network architectures and adding useful modifications, are promising ways to 

further improve liver tumor autosegmentation in the future. 

Pelvis 
 

Prostate: Radiotherapy for intact prostate typically involves treating the entire prostate, thus 
autosegmentation approaches for the entire gland would serve well clinically for radiotherapy. 
Results of a CNN model applied to a single institution showed that 65% of contours (both the CTV 
and OARs) required only minor edits, saving an average of 12 minutes per case for 
physicians.[82] However, 35% of contours required major edits, and no autosegmentations were 
created that did not require any editing even though CTV Dice scores were high at 0.89. Further 
work has been done recently to segment out the transitional zone, peripheral zone, and the 
prostate cancer lesion itself, which may be useful as considerations for boosting gross prostate 
disease within the gland are evolving.[83,84]  
 
After prostatectomy, resection cavities are more complex and give rise to more physician 
preferences. Recent work from UT Southwestern attempted to build a physician-style aware 
(PSA) network that could learn different preference styles first with a CNN and then use an 
encoder paired with multiple decoders that represented particular physician styles.[85,86] The 
study found no major associated clinical outcomes in biochemical recurrence or toxicity 
associated with physician styles, and the autosegmentation of post-op beds can be tailored to 
individual physician styles. These style aware approaches may increase adoption of 
autosegmenation into clinical practice.       
 
New frameworks like Ethos (Varian, A Siemens Healthineers Company, Palo Alto, CA) can 
potentially allow daily adaptive treatment enabled by automated contouring on CBCT. Evaluations 
of this approach have shown that on Ethos automated CBCT can generate clinically acceptable 
contours without any editing and with reductions in OAR dose in 24 of 25 patients.[87] However, 
one patient did require significant edits in the auto CBCT contour, highlighting that these contours 
still require physician review and potential editing. Further, such systems have only been tested 
for intact prostate CTV with seminal vesicles - more work is needed for nodal involvement and 
post-prostatectomy treatments.     

 
Cervix: Autosegmentation for cervical cancer has also been gaining attention. An interesting 
comparison was made against a U-Net model vs. a single resident physician learning to contour 
CTVs for cervical cancer compared to an attending physician for 125 patients.[88] The U-Net 
autosegmentation model was able to achieve comparable levels of segmentation performance as 
measured by Dice and Haursdorf distance compared to the resident physician. Recent work 
showing fine-tuning a model previously trained at another institution also can improve 
generalizability.[89] Further, adversarial networks with multi-institutional data and scored in three 
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stages (objective performance, subjective physician assessment, and Turing test) showed 
promising results priming the stage for clinical adoption.[90] Additionally, U-Net models have also 
been trained to segment and reconstruct the applicators for brachytherapy with promising Dice 
and HD scores, as well as low tip and shaft location errors.[91]  
 

Discussion 

 

The state of GTV of autosegmentation is constantly evolving for multiple tumor types, marching 

towards clinical utilization. Hosted challenges and competitions have pushed forward 

methodologies and architectures to improve accuracies across multiple tumor sites. However, 

outside of such constrained challenges, it remains difficult to compare performances across 

different sites and studies. Evaluation metrics like Dice depend upon tumor volumes, datasets 

contain various consistency of ground truth segmentations and the number of patients, and 

imaging quality vary significantly from institutions and studies performed. Ideally, we might plot a 

metric across all tumor sites in the body to understand where we excel and which GTV tumors 

need improvement, but such a depiction would bury the intricacies and challenges associated 

with each GTV type.  

 

Despite the great advances discussed above for each of these sites, widespread adoption of 

clinical GTV autosegmentation remains limited. Given that GTVs will be targeted with the highest 

dose of radiation, physicians certainly carry the responsibility that the appropriate volume is 

contoured. For clinical contouring, the physician will remain instrumental to the oversight and 

editing, even for autosegmentation models. Recent work has shown that even when ML models 

perform objectively well and even would be selected retrospectively, there can be significant 

differences when evaluating prospectively (i.e., when actually deciding to use the ML/DL model 

to treat a patient).[92] Physicians likely have an individualized preference and comfort level, and 

approaches like style-awareness[85] may help achieve more widespread clinical adoption. 

Nonetheless, autosegmentation aims to improve consistency and can enable large scale 

analyses like radiomics that can remove the need for manual physician segmentation and extract 

features within the regions of interest. Recent work is revealing that GTVs contoured with 

autosegmentation can have comparable predictive power to manual annotations.[37]  

 

Several other clinical challenges still remain. Industry and research institutions may wish to 

commercialize their algorithms, which requires regulatory oversight and FDA approvals, a lengthy 

and costly process.[93] Further, there is a common theme of pitfalls in applying AI to medical 

imaging, as has been highlighted repeatedly in lessons learned from DL attempts in Covid-19 

classification.[94] GTV autosegmentation must learn from those mistakes and not repeat them to 

avoid negative attention on the approach. Additionally, there are growing concerns with data 

privacy and HIPAA compliance - while data sharing is theoretically ideal, many institutions have 

strict regulatory policies on data governance and sharing. Approaches like federated learning[95] 

can allow individual institutions to retain their data but share only model parameters/weights to 

centralized servers to train with data at many institutions securely.  Swarm learning[95] goes one 

step further and removes the centralized server by invoking edge computing and block-chain 

coordination. These approaches may help institutions retain their data but participate in training 

large segmentation models across tens of thousands of patients. Lastly, there is no doubt that 
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autosegmentation output will require manual physician editing for when it fails for individual cases 

or when a physician may desire to override the output. Several approaches exist in detecting out-

of-distribution cases and poor segmentations, including recently using variational 

autoencoders[96]. Further, techniques that allow the physician to just click a few areas rather than 

recontouring the whole structure such as DeepGrow[97] and Gated Graph Propagator[98] may 

help enhance clinical adoption of entire autosegmentation frameworks. For radiotherapy, there is 

also growing interest in methodologies combining registration and segmentation into a single 

framework, especially for adaptive radiotherapy treatment deliveries.   

 

Beyond adoption, there is increasing attention on the interpretability of AI models. Classification 

tasks undergo sanity checks to ensure relevant features are being used, for example with saliency 

maps such as in Grad-CAM[99]. Saliency maps are not particularly useful for autosegmentation 

(and generally shouldn’t be used as a means for medical imaging segmentation[100]); however, 

there are emerging approaches that attempt to increase explainability for autosegmentation. 

Global features can be captured with concept vectors and used to probe how much a model may 

be associated or correlated with each concept, which has been applied for histopathological 

identification of breast tumors[101] and radiomics analyses[102]. Additionally, deep CNNs have 

been studied with probed with effective receptive fields[103], showing that local information tends 

to still be preserved in deep layers neural nets, and the overall shape of the attention of network 

layers is Gaussian, yielding a foveal attentional representation akin to the human retina. Another 

important consideration for autosegmentation models is uncertainty - where are models less 

confident about their predictions on which voxels are indeed GTV? Predictive uncertainty can be 

dissected into constituent parts: aleatoric uncertainty (arising from noisy data) and epistemic 

uncertainty (confidence in model parameter weights and whether the right model was selected 

for the task).[104] Understanding and assessing where these  uncertainties arise from and 

communicating them to clinicians can increase trust in AI-based autosegmentation 

models.[104,105]         

 

Conclusions 

 

Here, we highlight significant progress made on autosegmentation for five key tumor sites for 

radiation therapy: brain, head and neck, thorax, abdomen, and pelvis. Many of these studies have 

been objectively evaluated, tested retrospectively in clinical settings, and put to the Turing test. 

However, most of these implementations are not a part of routine treatment planning yet. While 

the field is advancing network design and architectures, we must, in parallel, evaluate these 

models prospectively in the clinic. With physician involvement, autosegmentation can be added 

as a new brush in the contouring toolbox, and physicians can start fluidly working with it. Clinical 

feedback will also likely inform how to iterate and improve autosegmentation models, rather than 

just objective metrics like Dice scores. We try to capture here the state-of-the-art in GTV 

autosegmentation and highlight the path ahead for more widespread clinical adoption and 

integration.  
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