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ABSTRACT

One of the fundamental issues in bridging the getvéen the proliferation of Content-Based Imagei®edl (CBIR)
systems in the scientific literature and the deficly of their usage in medical community is basedhe characteristic
of CBIR to access information by images or/and tady. Yet, the way physicians are reasoning alpatitents leads
intuitively to a case representation. Hence, a @ragglution to overcome this gap is to considerBiRCapproach
inspired by Case-Based Reasoning (CBR), which abyuintroduces medical knowledge structured byesas
Moreover, in a CBR system, the knowledge is incretially added and learned. The purpose of this sisidly initiate a
translational solution from CBIR algorithms to dtial practice, using a CBIR/CBR hybrid approacherdfore, we
advance the idea of a translational incrementallaiity-based reasoning (TISBR), using combined REind CBR
characteristics: incremental learning of medicabwledge, medical case-based structure of the krigelCBR),
image usage to retrieve similar cases (CBIR), sirtyl concept (central for both paradigms). Fos thurpose, three
major axes are explored: the indexing, the cadegval and the search refinement, applied to Br€ascer Grading
(BCG), a powerful breast cancer prognosis exam. 8ffextiveness of this strategy is currently eviddaover cases
provided by the Pathology Department of Singapoatiddal University Hospital, for the indexing. Witts current
accuracy, TISBR launches interesting perspectioesdmplex reasoning in future medical researcenom the way to
a better knowledge traceability and a better acoce rate of computer-aided diagnosis assistanoa@practitioners.

Keywords. content-based image retrieval, case-based reagomireast cancer grading, translational approach,
similarity-based reasoning, incremental learningtdpathology

1. INTRODUCTION

This section introduces our motivation for suchdkof study starting from a general presentatiofCBIR and CBR
approaches. It summarizes their main charactesjgtioblems and trends, based on the existing work.

Content-Based Image Retrieval is generally seem @aschnology using content-similarity-based methtmsolve
problems, particularly, to access images from imdatabase by visual content, according to the Uistesest % In the
first approaches, CBIR consisted of two main phasesges indexing and similar images retrieval vethiven query -
typically based on visual similarity (Query-By-ViadExample). More recently, the need of relevaresiback has been
perceived as an integrated part of the CBIR deneargét considered as a key-issue in CBIRroblems solving with
respect to types of query, similarity computatioglevance of results retrieved and so forth, aitecgien questions
CBIR faces in its development, especially in thedival field”. Another evolution direction is based on the main
functionality of CBIR — the visual content processiand analysis. New trends of using high levela#ins concepts
combined with the low level visual features foredficient indexing and retrieval have been propasette literaturé”
2930\We consider that such an approach has deep iftiplisaf used in medical applications, being abl@tovide more
effective diagnosis and prognosis assistance.|Ustifite the CBIR approach, a functional diagraprésented in Fig.1,
adapted from Lonlg

From its early stages of theoretical foundationd e first systems development hitherto, CBIR twened promising
perspectives in the research area. The reasonmaridold but foremost, the idea of achieving vakdrieval results



when given a query, challenged research commuritydéfine advanced indexing and retrieval technigues
Consequently, it enriched the core functionalityoajanizing increasing digitized data. Relatedhis,tone of the main
characteristics of CBIR is thgngle-image-way of structuring information. This characteristic becomes an issue when
developing medical CBIR due to the different waytigrat information is usually structured: by casééus, we
introduce CBR as a solution to this problem, basedts resemblance with the medical reasoning hedrtformation
representation by cases.

Also designed for problem solving but from anotperspective, Case-Based Reasoning has been proassedovel
approach in Artificial Intelligence, particularlp iKnowledge-Based systefn&ssentially, it is defined as the four Res
cycle: Retrieve, Reuse, Revise and Retain as maiciples, each of them having particular phasdge Mallmark of
CBR is working with structured information by casew trying to retrieve the similar cases basegast experience
(reasoning by rememberifjgwhen given a new problem. Unlike CBIR, the latteres beyond retrieval process, by
using a suggested matched cases solution for tliecase that will be then reused and tested foremscd-urthermore,
the solution may be revised if the retrieved casadt similar with the given problem, producing ewncase to be
retained in the case basdgarious issues CBR faces in each phase of its cyabteg with their possible solutions are
identified. For instance, weak domain knowledge aholw retrieval have been overcome by generatingR CB
prototypes. Hybrid reasoning paradigm consisting of multi-rabdpproach&s(CBR, Rule-Based Reasoning, Model-
Based Reasoning, etc) combined together provee todre efficient in some particular situation aftér complexity.
Fig.2 presents a clear description of how CBR functions.
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Apart from Content-Based Image Retrieval's and EBssed Reasoning’s individual promising applidapih medical
communities, both face significant issues with egsgo clinical practice® ° and inherent questions are raising above.
Is it efficient enough to analyze only images, iftentifying relevant features in a retrieval pra&®ss the CBIR process
the end of a medical procedure in order to give@dgdiagnosis or prognosis? On the other hanéxisial description

of a case representation accurate enough to previgleod diagnosis as a valid solution? Would a énetbapproach

solve their limitations?

To answer these questions, our paper presents pacative analysis of CBIR and CBR with the scopédehtifying
common characteristics and advantages that carsdukta propose an integrated framewartcandg ational incremental
similarity-based reasoning (TISBR) for Breast Cancer Grading (BCG). Textual information describing symptoms and
prognosis - as it is a commonly representation oése in CBR - combined with image content analytyisical for
CBIR, as well as the concept of similarity, comnfonboth , give us the insight for the hybrid apgebh. The paper is
organized as follows: Section 2 introduces genedgnsiderations on CBIR and CBR in terms of
methodology/technology context and interconnecietti$. Identifying similarities and differences Wween the two
approaches at the indexing, retrieval and refinértearels, with the contrast further applied to noadliapplications is
the objective of section 3. An illustration of thebrid approach is proposed in section 4 with resge BCG
application. Conclusions and future trends relaéacsearch and clinical practice are discusseedtion 5.



2. GENERAL CONSIDERATIONS

In order to define our analysis strategy, somegqugpéisites need to be considered. Firstly, we madkistanction between
methodology and technology applied to CBIR and CB&condly, we position CBIR and CBR in their cohtskowing
the interconnection with other fields.

2.1 Methodology versustechnology

From the concept point of view, CBIR is often reger as a technolody” ° which uses various techniques to solve
specific problems. Similarly, Kolodner and RicHet” consider CBR as a technology, whilst WatS@mphasizes that
CBR is an organizedet of principles which guide action in problem solving matters eatthan an isolated technique,
limited to handle only very specific tasks. Heniceverifies the definition of a methodology givey Bheckland®. The
reason for viewing CBR as a methodology has sewuerplications. On one hand, since it doesn’t hage own
technology, it can usany technology that applies CBR principles. On theeotiiand, we can buildybrid systems, in
terms ofhybrid methodologies and nothybrid technologies. Furthermore, seeing CBR as a methodology supploets
idea of future research, which is important, simany technologies for each CBR phase are commaag and some -
already mature. We adopt the same approach as k&taod moreover, we propel CBIR at the same lewkl,
methodology. We envisage that CBIR made significlavelopment in the recent years in terms of caiscépchniques
and application domain. In our opinion, CBIR of agcdoesn’t only organize digital data, as it wastain objective in
its early years due to the semantic web developnierthis setting, we consider that the princippdsSCBR can also
define CBIR as a methodology, except the last ppiadRetain). It is not necessary to have all fptinciples of CBR to
see CBIR a methodology; the key idea isl¢fine CBIR in terms of basic principles and use any techniquesin line with

its principle. Our general paradigm is depicted by Fig. 3. Thasons and the implications for CBIR and CBR
technology versus methodology are detailed in Table
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Fig. 3. CBIR and CBR. Methodology versus Technology
Table 1. Reasons and implications for methodotegihology in CBIR and CBR
Methodology versus Definition Reason Implication
Technology
Technology 2 set ofmethods to solve problent§ manifold applications
Content- Based -
Image Retrieval Methodology continuous development knowledge_:—p_ased
systems flexibility
Technology™ Al Technology descriptioff task limitation
Case-Based Reasoning research limitation
set ofprinciples to solve can use any technology
Methodology™® problems® hybrid systems

future research

To illustrate how CBIR follows the principles of ®methodology, we construct the Res cycle basetherCBIR
functional diagram (see Fig. 4).
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Both CBIR and CBR are positioned at the confluesfcgome related areas, revealing their cross-diseiprientation.
These crossroads also show the domains from wheyeemerged and extended afterwards. The grea¢ssiof CBIR
and CBR witnessed in the scientific literature eagibed a potentially significant impact for diagisoand prognosis
assistance in medical communities (see Fig. 5).
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Fig. 5. Content-Based Medical Image Retrieval's §BB) and Medical Case-Based Reasoning’s (MCBR)teeldields

3. COMPARATIVE ANALYSISOF CBIR & CBR

Since we consider both CBIR and CBR as methoddogiee aim of this section is to present the sintiés and the
differences of three major technologies commonbfoth CBIR and CBR: the indexing, the retrieval ahd search
refinement. Thus, to benefit of their merits andvercome their week points for our hybrid framekvproposal.

3.1 Indexingin CBIR & CBR

As shown in Table. 2, the core distinction is thingiple-based orientation of CBR, unlike CBIR theds generally
considered technique-based oriented until nowhAttechniques level, there are some similar woripgsed (learning-
based in CBIR and inductive-learning in CBR) aslwasl some different approaches (no corresponden@BIR for
similarity & explanation-based technique found IBR). Semantic indexing represents another category related to our
analysis. An important issue identified here is eenantic gajS, defined as the discrepancy between the low level
visual features and the high-level semantic corscefite essence is that this gap is biased by treatiédy of visual
image content. No difficulties are now encounteredxtracting the objects from a raw image to labeim’*% Most
common research into bridging the semantic gagtisaily tackling the descriptors and object laleigel. By which
means, to associate meaning (to index images bgrggmmeans) according to a specialized or gerzedlknowledge

to some features retrieved from the image, is the of semanti¢s The ultimate trend is to design and model
ontologies® that can work at the semantic level with domaindedge support, thus emphasizing the solutiorpaba
knowledge injection. Hence, the similarity with CBIesign principle can be recognized here. Furthegmee advance
the idea thabntologies can also bapplied to CBR, in the sense of structuring and representing kedge contained in
the cases. Ontologies are defined as a formal gpiiti specification of an abstractibh Similarly, CBR knowledge is
explicitly stored in concrete cases, thus implythg fact that the case is not a general rule, huhstantiation of a



formal specification. Without any doubt, semant&xis conveys to finding the most accurate reakdyresentation, in
our approach particularly oriented to problem sujvin medical applications.

Table 2. Indexing in CBIR & CBR

Indexing CBIRIZ10 CBR 31213
Indexing Principles »  predictive

not until now »  purpose oriented

»  abstract/concrete enough

»  feature-based »  features &dimensions

»  structural features

» salient-features » difference-based
Similar Indexing Techniques » learning-based » inductive learning
Different Indexing Technigues »  similarity & explanation-based
Characteristics »  feature indexing » case indexing

3.2 Retrieval in CBIR & CBR

A similar analysis is applied to retrieval phaseOBIR and CBR. Once again, the need to have ggidimciples in
CBIR is pointed out, in Table 3. Modeling similgrits a central element to navigate through the espEcpossible
solutions, in CBIR as well as in CBR, different apgiches depending on image indexing/case repreiggnta general
account of CBIR techniques carried out in the ditere is given in the overview of D&bextended by our table.
Smeulder¥ presents a fine distinction of CBIR from the use&nd system’s point of viewlrends of combining
elementary methods of retrieval with techniquesAbfdomain are discussed by Dattdior instance a new Bayesian
learning framework for automatic image annotatiooppsed by SAf). A retrieval technique based on semantic
example in CBIR is correspondently found in CBRadehowledge-guided retrieval. One of the most commadrieval
techniques successfully applied in both fieldshis Nearest-Neighbor Retrieval. From the dissimifgpioint of view,
there are some techniques that are used eitheeioin the other (validated retrieval in CBRQarery-by-Keyword in
CBIR). To this end, a classification of CBR intoaweategories is to be considered. Most CBR systithsn the
problem- solving category, which uses previous €@senly suggest the most likely solution to belig to the new
case. In contrast, interpretive CBRare based on reference cases — previous casese,gersolve the new problem. In
the same paper, a summary of soft CBR, implyingwioation with Al techniques is given to emphasize tdea of
methods integration when it comes to evaluatedbalts from the reliability standpoint.

In essence, the process of retrieval highly dependbe indexing phase and the similarity compatasitep. The higher
is the efficiency of indexing, the better the rewdl. This conclusion is also encountered with eesgo medical
applications.

Table 3. Retrieval in CBIR & CBR

Retrieval CBIR""’ CBR?%
Retrieval Principles not until now »  criteria selection &memory model
Similar »  Query-By-Semantic-Example
Retrieval Techniques »  semantic retrieval »  knowledge-guided

»  Nearest-neighbor retrieval »  Nearest-neighbor retrieval
Different »  Query-by-Keyword » inductive
Retrieval Techniques »  Query-by-Visual-Example(QBVE) »  validated retrieval

3.3 Refinement in CBIR & CBR

Relevance feedback is defined as supervised algaming query modification/adaptation techniqueinhprove the

effectiveness of the information systémisikewise, case adaptation of CBR reuse princifileuses on the proposed
solution refinement of the similar cases extraetecktrieval time. Our rationale to consider refe@feedback and case
adaptation as correspondent is due to their bdsei@: irefinement. The difference between the twoagghes appears



with respect to théarget of refinement: in CBIR, the query is to be refined, while in CBRhe solution is refined. A
relevance feedback step integrated in the CBIRgz®has several implications. Firstly, it's possitd create the link
between the low level features and the high lewesicepts, capturing user and query specific sensmrBecondly, it
refines the ranks accordingly to the query adagathus improving system recall. There are howes@mne drawbacks:
increasing of the user involvement (multiple rounfifeedback affect user’s patience) or the faat the changes won't
be done at the low level features (they will remtia same). Also, human perception of image siitylas highly
subjective, task-dependent and it's sometimes twastablish why the obtained images are simildrtzow to exactly
improve the performance of the system. Hence, iteisessary to have a relevance feedback in a CiRm. Yet,
many approaches provide no relevance feedbacknaive feedback. Similar situation can be encoudterea CBR
system, the so-called null adaptation techniquee @halogy between the techniques used in CBIR an@BR is
described in Table.4.

To conclude this section, a strong point for theROBgards its closed loop characteristic. CBR moa@pesn't stop at
the retrieval phase as it is most likely to happera CBIR system. Thus the CBR is incrementallyie®, the

knowledge is continuous expanding, unlike CBIR vehérere is no such step beyond. Therefore, we den€iBIR as

an open loop; even if there is a week relevancdliaek, the process starts over again and so, ihe@ recording of
how the problem was solved in the past. Howevarettare also some tradeoffs at the case storagedeBR too.

Storing too many cases may affect the speed aftbeution and may introduce overfitting problems.face this issue,
Tadraf® proposed rough set theory (RST) combined with #drooncept analysis (FCA). Nevertheless, the relesa
feedback is also of current interest in medicaliapfons.

Table 4. Refinement in CBIR & CBR

Refinement CBIR™??T CBR3®™213
RF Principles not until now »  structural & derivational
Similar » no RF/naive RF »  null adaptation
Techniques _ _

»  feature re-weighting »  parameter adjustment

»  specialized user-driven »  critic-based

»  memory-retrieval »  model-based

»  active-learning »  abstraction& respecialization/reinstantiation
Different »  probabilistic »  derivational replay
Techniques o

»  case base substitution

Characteristics » query refinement »  solution refinement

3.4 CBIR and CBR in medical applications

Within the last years, the number of digital imagesduced in the medical field is continuing torgese and hence a
crucial need to design CBIR system to assist indiagnosis, prognosis, has been emphasized. Désgresents a
classification of CBIR medical applications, debirg the most representative ones: PACS (Pictwkieving and
Communication System) with the extended versionA@®F”, IRMA** and MedGift®, in an a posteriori approach. In
the same time, CBR systems are highly promisingo¢oused in clinical practice due mainly, to theagumitive
adequateness characteristic and the explicit espegiinvolved. Their baseline principle is moreselb to the medical
reasoning. Yet, issues such unreliability, adaptatr concentration on reference (a stored casedb@sessential to
consider the system as source of previous expasgrare still facts to be accounted for, in med@RR. Similarly, the
promising development on CBIR in the scientific ¢coomity, however, did not accrue in the same marnnehe
medical field. One of the reasons for such a lackttributed to various gaps of CBIR®'® Despite of some minor
disagreements of the authors, a compilation ofiafls is given by Table. 5, with our own emphasipaeption gap
instead ofaesthetic gap proposed by Datfawe think perception is more appropriate to besatered in the medical
field, rather than an aesthetic gap).

Table. 5. CBMIR gaps



CBMIR gaps Characteristics

Content modeling & understanding image/informatioeal image/information
Features computational numerical features- reagjefinformation
Performance application, integration, indexing,leaton

Usability query, feedback, refinement

Perception visual information perception- realgeénformation perception
Sensory information description — real image/infation

Another aspect mentioned bellow, concerns the stengap. Miillef goes beyond Smeuldét$y defining a generic
content gap, which includes both semantic gap hedontext gap. Table 6 shows CBIR and CBR maia@idges and
drawbacks with focus on medical area.

Table 6. CBIR and CBR in medical field

Advantages Drawbacks

increasing rate of image production relevance feedback, user interfaces
Medical CBIR applications in diagnosis, teaching & research performance
Medical CBR cognitive adequateness adaptation

explicit experience unreliability

duality of objective & subjective knowledge concentration on reference

system integration

application in diagnosis, teaching & research

Nilssor classifies various influential medical CBR systenfidast years, from the purpose-oriented and coason-
oriented perspectives. As a conclusion of thisisegtt is important to specify that, although deabing in theory, few
system have been actually used in practice. Ouredigspropose a translational approach came td thiseneed.

4. TISBR FOR BREAST CANCER GRADING

Our desideratum is to make progress without losihgt we already posses, with respect to CBIR an®.CBable 7
contains the outline ideas of the main differencE£BIR and CBR. Our hybrid approach combines sahéheir
characteristics within a single framework. The kiexlge is structured by cases, as in CBR, thusingetdie knowledge
case-base in an incremental manner. From CBIR, énm@gys a prominent part in our approach, sinceicaéd
assessment procedure hardly can work without ithB2BIR and CBR are context dependent. It is yéficdit to
overcome the context chasm, by propelling a gersafiation, but some inner specific problem candieesl in a fusion
paradigm. Hence the context modeling is applied@IBBR, related to BCG. This section will presentsimmary the
BCG and the indexing axis, which represents tha fevel developed on TISBR. The retrieval and té#nement
processes will be implemented in the near futu@wéler, the results obtained for this first step encouraging and
show that the complete work will have strong impatimedical practice.

Table 7. CBIR versus CBR

Content-Based Image Retrieval (CBIR) Case-Baseddrirzg (CBR)
image based »  textual information based
» limited to retrieval phase » integrated new case after adaptation & revise
»  query expansion »  noquery
» lack of knowledge injection »  apriori knowledge
»  semantic web-based »  knowledge-based
»  structured by image only »  structured by cases
»  week learning/static database » incrementally learning/dynamic database
»  context-dependent »  context-modeling
» open loop : naive relevance feedback »  close loop: case adaptation- case storage




4.1 Breast Cancer Grading

The reason of choosing breast cancer grading aapplication is due to various facts: firstly, ttatistics show a high
global rate of breast canéefherefore, we think there is a vital need to stare theoretical ideas into medical practice
and CBIR and CBR together, are a possible solutBatondly, breast cancer grading is a powerful e exam
worldwide and to our knowledge, not much work hasrbdone with respect to it. The majority of praedocus on
diagnosis and not on prognosis. For instance, ampbe of a CBR diagnosis system is provided byefddland later
extended to IDEM framewofk while a CBIR system for BCG has not been implenzby.

Histological grading is nowadays considered an egfhigh relevance in breast cancer prognosis afeno pathology.
Among the standard grading systems, Nottingham iBgaBystem (NGS) represents the gold standard (girtuuth)
due to its objectiveness for the three componeihtgarling, described bellow. The scores for thedhseparate criteria
(tubules, nuclei and mitoses) are added to giveteeall grade.

e Tubule Formation score (TF) - are referred as thesily of the Tubule Formations - white blobs (log)i
surrounded by a continuous string of cell nuclei.

» Mitosis Count (MC) score represent the number ofobts - diving cells nuclei. MC is assessed in the
peripheral areas of the neoplasm and it's basati@number of mitoses per 10 High Power Field'sKIslP—
high resolution (usually 469 frames obtained using microscopic acquisition.

* Nuclear Pleomorphism Score (NPS) - categorizes oeitlei based on two main features: size and shape
(SR, s ¢ et
- TR B é@.“%&d

3 £ B
b m"" s‘i&@ﬁ(&.@qu' a
Row Sy Rp 21

i, K"
-,

2R s 3 Ry
" gl 3 -

E R 2 T = o

o e Cl

Fig. 6. NGS components: a) Tubule formation: lunsoarounded by string of cell nuclei, b) Mitosisviding cells nuclei,
c) Big size / irregular shape nuclei-- NPS grade 3

We develop deature-based method for a semiautomated knowledge-guided semantic indexing process, thus combining
characteristics of both CBIR and CBR. To better arsthnd our paradigm, Fig. 7 illustrates the maieps
accomplished.
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Fig. 7. Knowledge-guided semantic indexing workfl¢@ne time processing/training — red/upper leftrfea each case
testing- green/bottom frame, services provided ugguest — yellow/upper right frame).

'American Cancer Society, Breast Cancer Facts &rEg@005-2006,
http://www.cancer.org/downloads/STT/CAFF2005BrF.pdf



We will present a synthesis of the main steps ag #ne followed to reach the objective of TISBRffiaxis, namely the
knowledge-guided semantic indexing of BCG.

» 1. Structuring BCG medical knowledge

For this aim, we structure the knowledge (spetdi€BR) using the OWL-DL sublanguage, ifB&G ontology model
validated under Pellet reasofigsee Fig. 8).
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Fig. 8. OWLviz Breast Cancer Grading hierarchy g.Bi. Generic Translation Framework
« 2. Translating Medical Knowledge into Computer ustindable terms

The key idea is to use the medical knowledge (Miuta formation, nuclear pleomorphism and mitosisntccriteria
for grading) in terms of concepts and rules, f@ating a Computer Vision (CV) concepts and rulasespondence (see
Fig. 9). A detailed presentation of the translaf@given by our previous wo

» 3. Processing and analysis of BCG histopatholo@gies

The structured information is then used for thegem@rocessing and analysis step (specific to CBTRE features
vector, similar with a case indexing in terms of CBR, t@ims the features-symptoms (TubuleFormationROlI,
MitosisROI, NucleiROI) andher values, together with the prognosis, defined as the local and global grading (per
frame/per entire histopathology slide). Fig. 10wet@n example of two explicit cases, part of theGB&ase-base in the
CBR manner. The processing technique along witisémeantic indexing details is also discussed imd (it

Case_id: 1
- Features Values

Problem (Symptoms)
TubuleFormationROI B5%
NucleiROI medium and variated nuclei
MitosisROI 20

Solution
Prognosis -Local Grading

Case_id: 2

Features Values
Problem (Symptoms)
TubuleFormationROI 80%

NucleiROIl small and regular nuclei
MitosisROI 8

Solution
Prognosis- Local Grading

Fig. 10. BCG cases representation
e 4. Grading results

We evaluated six breast core-biopsy cases staiitadH&E marker, consisting of 7000 frames scannmednfthe tumor
tissue slides and obtained from the Pathology Depart of National University Hospital of Singapdié¢UH). The
database is composed by two sets: 1400 framesfasebe training algorithm phase and 5600 framesdufer the
testing and validation phase. The slides were smhmm a sequence of frames ak4® (40) magnification with a
1080 x 1024 resolution. Based on previous steps, theimggais given for each frame and for the entire eslid
Individually, the most accurate results were olgdifor the mitosis count. Although, a 7, 33 % emw@as registered for
the training dataset and 11% for the testing dataselocal grading, for the global grading weaibed no computation
errors. Compared with the manual grading givenhsy pathologists, we achieved an accuracy of 80%herbreast
cancer global grading.



Table 8. BCG grading results

Manual Grading Semi-Automated ding
Tubule | Nuclear | Mitosis | BCG | Tubule | Nuclear| Mitosis | BCG | Case | Data type
score | score count score score count ID
1 1 3 1 1 1 3 1 1000 Training Database
1 2 1 1 2 2 1 1 2000 (1400 images)
3 3 3 3 3 2 3 3 4895
2 3 3 3 3 2 3 3 5020 Testing Database
3 3 3 3 3 2 3 3 5042 | (5600 images)
3 2 1 2 3 2 1 2 5075
Table 9. Local and global grading errors
Data base Tubule Nuclear Mitosis Component | Global
score score count scores error | BCG error
Training 11% 11% 0 7,33% 0%
errors
Testing errors 11% 22% 0 11% 0%

5. CONCLUSIONSAND PERSPECTIVES

The scope of this paper is to firstly set up a tetcal foundation for this CBIR and CBR generiddasystematic
overview to emphasize the need of TISBR approachdd that, we consider both CBIR and CBR as metlogjis;
hence it is possible to build a hybrid frameworkténms of hybrid methodologies and not technolagi#e identify
three common axes of CBIR and CBR- indexing, realierefinement- thus, a comparative analysis of RCBnd CBR
from these perspectives comes intuitively. One khoansider that in this approach we did not disedstechniques in
detail; many papers did that. We only mentionednftone to time, a solution to an issue or introdliegechnique, if it
was necessary. The novelty of our approach is geits very nature, a general comprehensive sursSegondly, we
present the CBIR and CBR in medical applicatiorsad®ns such as digital visual data increasing ptomy partially
annotation of images (due to the non-standardizebjective, error biased procedure) and diagnagipat (reference
database for education, standardization, compiudedadiagnosis, etc) are the pros for having CBthRniedical
applications. Some shortcomings are however, nssimg; for instance, the gaps, the page zero prolitee real-world
system useCBR fits better with the medical field, due tosimilarity with physician reasoning.

From the application standpoint, the spotlightés t® Breast Cancer Grading. We discussed the atativs for it in

section 4.1. To build the TISBR framework, we condal characteristics of CBR with CBIR and emphasthedusage
of the integration, in the indexing axis. Relatedhe context gap, some inner problems that coelddived in a fusion
paradigm are for instance the subjectivity of maruacedure (as usually pathologist adopt), timestoning and
tedious tasks. These are alleviated by a semi-attangrading provided based on a semantic indexiathod of

histopathology images. Thus, a computer systemptiidibrms the automatic grading assists the padfisilby giving a
second opinion. As already stated, this paper ptesthe general workflow for the semantic indexitiie specific
details for each step are described in our prewizarks. The new idea here is the usage of ontologyructure CBR in
line with the importance of ontologies for semasiit CBIR.

Regarding the perspectives, there are some dinscti@ consider to follow in the near future. Faz thtrieval part, we
envision of adopting an interpretive CBR in our mygzh. Furthermore, to make the retrieval phaseemomplex and
efficient, TISBR will provide a query expansion pealure related to the new case matched againsafieebase. In this
way, we will be able to make queries on the nevblem. To be consistent with the indexing, a sencanetirieval could

be proposet' *’. From our point of view, it is also highly impontato have a continuity of the retrieval phasertistg

with an efficient case adaptation and ending with ¢ase storage and case-base maintenance. ingpfesttures to be
added on a standard CBR, is the query, charaiteoSCBIR. When it comes to selecting the mostiksir case, we



propose a clustering of the obtained results torawg the accuracy of the retrieval phase To hagénapse of how
TISBR will function, see Fig.11.

Problem

Query
refinement/
Query
expansion

Case
representation

r _—————

ét?ﬁ’é‘ &lildexmg = Z ﬁamegrau‘ng
Witosis ount
Tutlu\?efurmaimnscwe {

Case
smrageé?\\\

Case hase (knowlecge

Sy struc?uredbionbbgy;l b

Ml ar pleaso mkisa:
e

ggnad

Confirmed ] Case
Solution/ %’, adaptation/
Case e Solution
verification refinement

Fig. 11. TISBR strategy

Despite the progress done in both CBIR and CBRn#el of improvement still stands; and this comd#i with the
open door for future research methodologies ardexft of, as mentioned in section 2.1. With atusacy of currently
80% for the indexing, TISBR strategy launches mdéing perspectives for complex reasoning in médiesearch,
mapped to specific applications. Also, it openswhagy to better knowledge traceability and a bedtreptance rate of
computer-aided diagnosis assistance systems anmagttipners in the future.
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