
Integration of local and global features
explanation with global rules extraction and

generation tools

Victor Contreras1[0000−0002−6189−0217], Michael
Schumacher1,2[0000−0002−5123−5075], and Davide Calvaresi1[0000−0001−9816−7439]

1 University of Applied Sciences Western Switzerland (HES-SO), Switzerland
victor.contrerasordonez@hevs.ch

2 Sense Innovation and Research Center, Switzerland

Abstract. Widely used in a growing number of domains, Deep Learning
predictors are achieving remarkable results. However, the lack of trans-
parency (i.e., opacity) of their inner mechanisms has raised trust and
employability concerns. Nevertheless, several approaches fostering mod-
els of interpretability and explainability have been developed in the last
decade. This paper combines approaches for local feature explanation
(i.e., Contextual Importance and Utility – CIU) and global feature ex-
planation (i.e., Explainable Layers) with a rule extraction system, namely
ECLAIRE. The proposed pipeline has been tested in four scenarios em-
ploying a breast cancer diagnosis dataset. The results show improvements
such as the production of more human-interpretable rules and adherence
of the produced rules with the original model.

Keywords: Local explainability · Global explainability · Feature rank-
ing · rule extraction.

1 Introduction

Deep Learning (DL) predictors are Machine Learning (ML) models that can
learn directly from data with a “minimal” human intervention. Such predic-
tors are widely used due to their high performance in complex tasks like image
recognition [33], natural language processing [22], recommender systems [5], and
autonomous control agents [28]. Despite their success and high performance,
DL predictors (so-called black-boxes) are opaque — the decision-making process
leading to a given outcome is unclear [24, 25, 34]. The predictors’ opaqueness
harms their trust and employability. Indeed, they cannot be (easily) debugged,
and their complete understanding cannot be achieved. Explainable Artificial In-
telligence (XAI) has emerged as a research field to provide interpretations and
explanations of opaque models, shedding some light on the decision process [17].

XAI has been successfully applied to general ML techniques. Indeed, some
of them could be defined as explainable-by-design (i.e., decision trees and linear
regression) [27]. Usually, explainable-by-design models are employed as a proxy
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model to explain the behavior of opaque models (surrogate models) [29]. Other
XAI techniques are model agnostic and can be applied in the same way to any es-
timator like Local Interpretable Model-Agnostic Explanations (LIME) [15], SHAP
values [6], Contextual Importance and Utility (CIU) [13], gradient-based expla-
nations [30], explainable layers [39] and histograms of activations [37]. These
techniques provide explanations in terms of feature importance and sensitivity.
On the other hand, methods such as interpretable decision sets [21], RX [26],
ECLAIRE [40] and TREPAN [7] perform rule extraction attempting to trans-
form black-box neural networks models to white-box rule sets. However, explain-
ing DL predictors is still an open research topic, which is more challenging w.r.t
traditional ML models. This is due to the nature of the knowledge in DL pre-
dictors being sub-symbolic, implicit, and tacit (connectionist), which is stored
(ingrained) in the estimator’s architecture, weights, neurons’ biases, activation
functions, and gradients.

This paper proposes a new pipeline combining local and global feature expla-
nation methods with a global rule extraction tool. In particular, the DL model
is pruned with Contextual and Importance Utility (CIU) [4] – local – and Ex-
plainable Layers (ExpL) [39] – global – explanation methods and successively
processed by ECLAIRE [40], the rule extraction tool. By doing so, the process
produces more concise human-understanding rule sets with high adherence to
the original model.

The rest of the paper is organized as follows: Section 2 presents the state of
the art of DL rule extraction and local explainability features. Section 3 describes
and motivates our proposed method and pipeline. Section 4 presents and analyses
the results. Section 5 discusses the overall study. Finally, Section 6 concludes the
paper.

2 State of the Art

On the one hand, ML models such as decision trees or linear regression can
be explainable-by-design — they have interpretable structures, parameters, and
statistics [11]. However, explainable-by-design models have limitations/constraints
such as inability to deal with linear relationship (decision threes) and the sole
capability of representing linear relationships (linear regression) that make them
suitable only for some specific tasks/datasets [27]. On the other hand, DL models
overcome such limitations. However, they are complex non-linear connectionist
models which cannot be directly explained by looking through their internal pa-
rameters [8] — known as black-boxs. XAI methods for DL explanation can be
classified as model agnostic if they can be applied to any model or model specific
if they are limited to a particular model [32]. Moreover, XAI tools for DL can
provide local or global explanations. Global explanation methods aim to explain
the overall behavior of the model [34], whereas local explanations are limited to
explaining specific data points [1].

A surrogate model is an approximation to explain complex models possibly
composed of rule sets, structural models (i.e., decision trees) or feature impor-
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tance (i.e., coefficients in a linear regression model). Indeed, explainable-by-
design models can be employed to approximate explanations of DL models [27].
The quality of a surrogate model’s explanation depends on how well it reflects
the behavior of the original model. In XAI, this measure is known as fidelity.
Moreover, other interesting approaches to be mentioned are feature importance
analysis [10] and gradient attribution [3]. Among the most relevant tools, we can
mention the following.

– Local Interpretable Model-agnostic Explanation (LIME) provides local ex-
planations, employing random perturbations on features and sensitivity anal-
ysis to describe the relationship between the input features and the model’s
output [15, 41, 23]. LIME is widely used to explain classification models and
has been successfully applied to explain deep learning models [9].

– Contextual Importance and Utility (CIU) produces local explanations based
on random perturbations, Monte-Carlo simulations, and sensitivity analysis
to provide the importance of features (coverage of feature variations) and
utility (contextual typicity of features for a given output) [13]. CIU can
produce multimodal explanations, which are textual and visual explanations.
CIU’s explanations are suitable for (non)experts [4, 12, 14].

– SHapley Additive exPlanations (SHAP) is another widely adopted expla-
nation method able to produce local and global explanations through the
analysis of multiplicative contributions of Shapley values, a concept inspir-
ited by game theory [6, 20, 38]. Despite their similarity, CIU presents several
advantages over LIME and SHAP, since CIU does not assume a linear rela-
tionship between features contributions to output and provides contextual
utility information, which is missing in the other methods [4]. Despite its
advantages over other local explanation methods, CIU presents some draw-
backs like high simulation times, no inference explanations, and, like for the
other local methods, the explanations produced by CIU are limited to one
sample at a time.

– Explainable Layers (ExpL) are a global explanation method suitable for ex-
plaining neural networks that produce a feature importance ranking. This
method introduces a new layer without bias after the input layer, con-
nected one-on-one with the input features, acting as a measurement ele-
ment which activation threshold quantifies the relative importance of input
features. However, this method is only applicable for binary classification
tasks on shallow neural networks, and in some cases, its values are not self-
explanatory. This means that it requires additional processing to interpret
them [39].

The rule extraction process (transforming a black box into a white box pre-
dictor) can be carried out using approaches such as:

– decompositional approach: it splits the network at a neuron level and extracts
local rules neuron-by-neuron and layer-by-layer to combine them in the final
rule set,
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– the pedagogical approach: it extracts rules from a global interpretable surro-
gate model like decision trees or random forest, and

– eclectic approach: it combines the pedagogical and decompositional approaches
in different phases [18].

Concerning rule extraction methods, we can mention:

– FERNN – a decompositional method to extract rules for regression neural
networks with one single hidden layer. For every neuron in the hidden layer,
the activation function is discretized using linear segments, from which the
rules are extracted [35, 36]. Despite its effectiveness, FERNN presents several
limitations. For example, and similar to other decompositional methods, this
algorithm requires a pruning process on the hidden units and inputs to reduce
the generated rule set complexity, which implies re-training the model several
times (with a high computational cost). Additionally, FERNN applicability
is limited to shallow neural networks and regression tasks, which limits its
coverage.

– TREPAN: it is a pedagogical rule extraction method called TREPAN that
employs decision trees to represent the whole network, generates partitions
on the input space using queries, and extracts rules with the form M-of-N
from the decision tree partitions. TREPAN was tested in a neural network
with only one hidden layer, but like other pedagogical methods, it can be
extended to multi-layer neural networks, being more flexible than FERNN
in this dimension [7].

– ECLAIRE is an eclectic rule extraction method suitable for the classifica-
tion task and multi-layer neural networks that produce a global set of logical
rules as a white-box explanation. ECLAIRE uses intermediate representa-
tions learned in each hidden layer to create an augmented dataset, which is
used to extract a set of intermediate rules that relate the intermediate repre-
sentation with the output. Eventually, all intermediate rule sets are merged
and substituted by feature values, composing a reconciling rule set used to
make predictions or explain the estimator’s decision function [40]. ECLAIRE
presents several advantages like self-explainable rule sets, accurate results,
and explanatory inference. However, it also presents some limitations like
architecture dependency and complex sets of rules.

– RX is an eclectic method suitable for shallow feed-forward neural networks,
based on clustering and genetic algorithms reporting high accuracy values,
but with high computational cost [19].

This work targets the typical issues on decompositional models related to the
complexity of the pruning process, local feature representation, and lack of gen-
eralization to improve the rule extraction process. Improving local representation
allows understanding features better and more efficiently.

3 Methodology

Figure 1 shows the methodology we propose to overcome the limitations men-
tioned above. It consists of an augmented pipeline that combines local/global fea-
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ture explanation (ExpL and CIU) with the rule extraction tool named ECLAIRE.
Combining CIU and ExpL it is possible to provide additional information such
as feature ranking, importance, and utility to prune the original model and com-
plement the rule set explanations.
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Fig. 1. Methodology and pipeline schematization.

We set up four scenarios involving three feature explanation approaches (L1,
L2, L3) feeding the rule extraction process (E1 - E3). In particular:

S1 - ECLAIRE
This scenario intends to define the baseline of the original rule extraction process
with ECLAIRE. The training dataset is a tuple (X,y) where X ∈ RM×N

is a matrix with M samples of N features and y ∈ RM×L is the label
matrix with M samples with L labels. The trained model Fθ is a trained DL
estimator with n hidden layers. In this scenario, (X,y) and FΘ are the sole
inputs of ECLAIRE. For each data sample in X, its corresponding class label
ŷ = {ŷ(1), ŷ(2), · · · , ŷ(M)} is calculated using the “predict” method of FΘ. In
particular, in the step E1 (see Figure 1), the intermediate representations of
the input data X′ = {x′(1), x′(2), · · · , x′(M)}, where X′ = h1..n(X) are extracted,
and a new dataset (X′, ŷ) is assembled. In turn, in E2, a set of intermediate
rules are extracted from the intermediate dataset (X′, ŷ) with the C5.0 tree
expansion algorithm. Finally, E3 merges intermediate rule sets into the final
rule set using wise substitution [40].

S2 - ExpL (L1) and ECLAIRE
In this scenario, we intend to assess if adding a global feature explanation be-
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fore the rule extraction can improve the accuracy and fidelity of the obtained
rule set. In particular, ExpL is applied to learn the features’ weight with non-
negativity constraints and rank them. Then, the original model is pruned and
retrained based on the produced ranking. The pruned model (F̃Θ) is considered
explainable-by-design, and it can guide the rule extraction process performed
by ECLAIRE. The outcome of this step is a feature ranking (see Table 4.2)
generated from F̃Θ.

Additionally, it is possible to set threshold restrictions in the form of
RELU(xi + bi) where xi is the ith feature, and bi is the ith threshold. From
the threshold restriction, we could directly set binary rules with the form
If xi ≥ −bi then xi, and this ensemble of rules is useful to guide the rule
extraction process. To do so, however, further modification/merging with the
internal ECLAIRE’s pipeline is required.

S3 - CIU (L2) and ECLAIRE
In this scenario, we intend to assess if adding a local feature explanation before
the rule extraction can improve the accuracy and fidelity of the obtained rule
set. In particular, CIU is applied to determine the average importance and
utility values of a set of samples (∼ 10%) (randomly selected) per class. Such a
selection is necessary due to the computational demand of CIU3. In turn, the
CIU values are employed to rank the features. According to such a ranking, the
most important features are kept, and the model is pruned and retrained. The
expected outcome of this step is the pruned model F̃Θ, the pruned dataset X̃,
and the features ranking.

S4 - ExpL ∩ CIU (L3) and ECLAIRE
This scenario intends to test how explainable methods differ or overlap in the
feature ranking and how combining different local and global explanations
methods affects the rule extraction process. After executing L1 and L2, the
results are elaborated in L3 before feeding the pruned model to ECLAIRE.
In particular, we select the top-ranked feature produced in L1 and L2 and
intersected. Based on the resulting feature set, the model is pruned, retrained,
and fed to ECLAIRE.

Overall, by adding ExpL and CIU to the pipeline, we expect the following
benefits:

B1 In E1, pruned models produce clean inputs and better intermediate repre-
sentations. Indeed, since the set of selected features results from a feature
explanation process, the noise introduced by less relevant features is reduced.

B2 Cleaner intermediate representations improve the intermediate rule sets’ ac-
curacy produced in E2.

3 Future studies will be conducted on more performing hardware allowing bigger sam-
ple selection. Nevertheless, CIU is a local explainable method. Thus, increasing the
samples’ size does not guarantee better results.
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B3 The global rule set produced in E3 is more concise, human-readable, and
accurate — due to the higher quality of the intermediate rule sets.

The following section presents and discusses the experimental results ob-
tained in each scenario.

4 Results & Analysis

The methodology presented in the previous section proposes four scenarios (S1 -
S4). This experimentation aims to test and compare the effect of combining three
explainable methods (ExpL/CIU and ECLAIRE) in a complete pipeline to find
complementarities between them and improve the accuracy and completeness of
the DL models’ explanations.

We selected the Breast Cancer Wisconsin (Diagnostic) Data set to execute
our experiments. Concerning such a data set, the task is to perform a binary
classification, predicting whether a breast tumor is benign (B) or malignant
(M). The data set consists of 569 samples with 30 features (in a tabular form)
extracted from digitalized images of a breast mass [2].

The model aims to diagnose (predict) if a set of features in a sample describes
a malignant or benign breast tumor. The baseline model is a feed-forward neu-
ral network with two hidden layers. Before the training, the model features were
scaled to the normal standard distribution (Z-score normalization). Then, the
dataset was divided into train 60%, validation 20%, and test 20% with strat-
ified sampling; this partition was employed in all the scenarios to make them
comparable.

To assess and compare the experimental results on scenarios S1 to S4, we
employ accuracy and fidelity as performance measures. Accuracy measures the
quality of a classification model and can be defined as the number of correct
predictions over the total number of predictions, as is shown in the equation 1.
Fidelity measures how reliable the explanations are in reflecting the underlying
model’s behavior. Both accuracy and fidelity measures have an important impact
on explanation trust [31]. Below, the results were organized per scenario.

Accuracy =
Number of correct predictions

Total number of predictions
(1)

4.1 S1 – ECLAIRE

The trained model FΘ is explained through a rule set produced by ECLAIRE. In
this scenario, all features are employed to train the model and extract the rule set.
Table 1 presents the feature importance values extracted from FΘ model using
weight connection interpretation for binary classification problems [16]. Table 2
shows the rule set generated by ECLAIRE with sequential Keras model, and
Table 3 shows the non-degenerated rule set produced after the implementation
of FΘ in the Keras functional APIs [40].
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Weight connection Analysis

Feature Value Feature Value

area se 1.48 compactness mean 0.37

radius mean 1.45 perimeter se -0.31

concavity worst 1.22 concavity se 0.31

area mean 1.16 concave points se -0.24

texture worst 0.92 perimeter worst 0.20

concavity mean 0.88 texture se 0.20

concave points mean 0.87 radius worst 0.17

fractal dimension se -0.80 smoothness worst 0.14

perimeter mean 0.75 symmetry se 0.13

radius se 0.62 symmetry mean 0.12

symmetry worst 0.59 area worst 0.11

smoothness mean -0.49 compactness se -0.09

fractal dimension mean 0.48 compactness worst 0.07

fractal dimension worst 0.47 smoothness se 0.06

texture mean 0.38 concave points worst 0.02
Table 1. Feature ranking for FΘ model using weight connection interpretation for
binary classification task.

Rule

IF radius mean > 12.76 THEN benign

IF radius mean ≤ 12.76 THEN malign
Table 2. Degenerated rule set extracted by ECLAIRE in S1.

Rule

IF (’perimeter worst’≤ 115.90) ∨ (’concave points worst’≤ 0.14) THEN benign

IF (’perimeter worst’ > 115.90) ∨ (’concave points worst’ > 0.14) THEN malign
Table 3. Non-degenerated rule set extracted by ECLAIRE in S1.

Table 10 shows the performance obtained in this scenario: the average time for
execution ± the standard deviation, fidelity (value between 0 and 1), measures
the similarity of the predictions provided by the FΘ w.r.t those of the rule set,
and accuracy (the total correct over total predictions).

The performance obtained in this scenario is low fidelity and low accuracy
(i.e., 42% fidelity and 46% accuracy) for the degenerate rule set (see Table 2)
— composed of only one feature. By modifying the structure of the model, we
can obtain non-degenerate rule sets. With such a model, we executed additional
experiments, achieving a fidelity value of 91% and an accuracy of 90%.
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Comparing the rule sets in Tables 2 and Table 3, the degenerate rule set
contains only one feature and the non-degenerate one contains two. Although
the number of features used in the rules is similar, the difference lies in the
quality of features. For example, features like “perimeter worst” and “concave
points worst” (selected in the non-degenerate case) are more informative than
“radius mean” (selected in the degenerate case) even if this feature is at the top
of the ranking.

4.2 S2 – ExpL & ECLAIRE

In this scenario, FΘ model is pruned based on the feature ranking calculated
using a post-hoc ExpL with non-negativity constraints. The feature ranking
shown in Table 4.2 is obtained from the weights learned by the ExpL layer.
Features with near-zero ranking values have been removed from the dataset.
The pruned model F̃Θ is obtained by introducing an interpreted-by-design ExpL
layer with threshold constraints. Table 5 shows the rule set extracted from F̃Θ

with the ExpL layer.

Features importance in ExpL

Feature Value Feature Value

area mean 0.29 smoothness worst 0.11

concave points worst 0.24 compactness mean 0.11

perimeter mean 0.24 concave points se 0.08

concave points mean 0.21 fractal dimension worst 0.07

concavity mean 0.19 compactness se 0.03

radius se 0.19 concavity se 0.02

fractal dimension se 0.18 radius mean 0.0

texture worst 0.18 smoothness mean 0.0

area se 0.17 symmetry mean 0.0

texture se 0.16 fractal dimension mean 0.0

perimeter se 0.15 symmetry se 0.0

texture mean 0.15 radius worst 0.0

smoothness se 0.14 perimeter worst 0.0

compactness worst 0.14 area worst 0.0

symmetry worst 0.13 concavity worst 0.0
Table 4. Feature importance ranking from ExpL with non-negativity constrains.
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Rule

IF (’concave points worst’ ≤ 0.14) ∨ [(’area mean’ ≤ 747.19) ∧ (’concave
points worst’ ≤ 0.17)] ∨ (’concave points mean’ ≤ 0.05) THEN benign

IF (’concave points mean’ > 0.05) ∨ [(’area mean’ > 747.19) ∧ (’concave
points worst’ > 0.13)] ∨ (’concave points worst’ > 0.17) THEN malign

Table 5. Rule set from pruned model with ExpL layer.

The rule set in Table 5 is compact and composed of three features includ-
ing“concave point worst”, “area mean”, and “concave points mean” (ranked in
the top 5 features). Post-hoc ExpL appeared to be an accurate estimator for
feature importance. The performance obtained in S2 is characterized by high
fidelity (i.e., 98%) and high accuracy (96%). However, high accuracy and fidelity
degraded the execution time due to the introduction of the ExpL threshold layer,
which passed from ∼ 454ms to ∼ 1200ms.

4.3 S3 – CIU & ECLAIRE

In this scenario, the FΘ model is pruned based on the feature importance rank-
ing calculated by the CIU method. As CIU is a local explainable method, the
contextual importance (CI) and contextual utility (CU) have significant vari-
ability even with samples that belong to the same class. To produce a global
approximation for CI and CU, we conducted stratified sampling over the train
set and selected ∼ 10% of the training set. For each selected sample, the values
of CI and CU have been calculated and then averaged to produce the feature
ranking (see Table 6). According to such a ranking, the least important features
have been removed. In turn, F̃Θ has been trained and fed to ECLAIRE. Table 7
shows the rule set obtained from F̃Θ.
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Features Mean Contextual Importance Mean Contextual Utility

area worst 0.60 0.81

fractal dimension se 0.60 0.87

radius mean 0.59 0.84

smoothness se 0.52 0.87

concavity se 0.52 0.89

area mean 0.50 0.77

concavity mean 0.49 0.87

radius worst 0.48 0.80

texture mean 0.46 0.80

concave points worst 0.42 0.87

smoothness worst 0.41 0.89

fractal dimension worst 0.39 0.85

symmetry se 0.39 0.88

texture se 0.37 0.69

texture worst 0.36 0.86

area se 0.36 0.69

compactness se 0.24 0.72

concave points se 0.23 0.85

smoothness mean 0.23 0.79

concave points mean 0.22 0.78

perimeter worst 0.21 0.90

symmetry mean 0.19 0.84

radius se 0.19 0.74

compactness worst 0.18 0.76

symmetry worst 0.18 0.83

perimeter se 0.18 0.83

concavity worst 0.17 0.73

compactness mean 0.13 0.74

fractal dimension mean 0.08 0.65

perimeter mean 0.07 0.79
Table 6. Feature importance ranking obtained with CIU.

Rule

IF (’concavity mean’ ≤ 0.09) ∨ [(’radius worst’ ≤ 16.97) ∧ (’concavity mean’
≤ 0.11)] ∨ [(’radius worst’ ≤ 16.97) ∧ (’concave points worst’ ≤ 0.13)] THEN
benign

IF (’radius worst’ > 16.97) ∨ (’concavity mean’ > 0.11) ∨ [(’radius worst’ >
16.84) ∧ (’concavity mean’ > 0.09)] THEN malign

Table 7. Rule set from pruned model with CIU.

The resulting rule set (see Table 7) is compact (with only three features) and
it includes “concave point worst”, “radius worst”, and “concativity mean” are
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in the top 10 features ranked by CIU. The performance obtained in S3 has an
accuracy of 90% and fidelity of 94%. Differently from S2, achieving such high-
quality results positively affected the time performance recording an average
execution time of 391ms w.r.t the 454ms of S1.

4.4 S4 – ExpL ∩ CIU & ECLAIRE

The feature rankings obtained intersecting the outcomes of CIU and ExpL are
used to prune FΘ and produced the set of features shown in Table 8). Differently
from S2, F̃Θ does not include an ExpL as a layer. Table 9 shows the rule set
extracted from the F̃Θ with the features in common among CIU and ExpL.

Features Mean CI Mean CU ExpL

fractal dimension se 0.60 0.87 0.18

smoothness se 0.52 0.87 0.14

area mean 0.50 0.77 0.29

concavity mean 0.49 0.87 0.19

texture mean 0.46 0.81 0.15

concave points worst 0.42 0.87 0.24

smoothness worst 0.41 0.89 0.11

texture se 0.37 0.69 0.16

texture worst 0.36 0.86 0.18

area se 0.36 0.69 0.17
Table 8. Feature importance ranking for common features in CIU ∩ ExpL.

Rule

IF (’concave points worst’ ≤ 0.14) THEN benign

IF (’concave points worst’ > 0.14) THEN malign
Table 9. Rule set from pruned model with CIU ∩ ExpL.

The rule set produced in this scenario is shown in Table 9. It is extremely
compact. Indeed, it contains only the feature “concave points worst”, which is
highly informative for this data set. The performance obtained in this scenario
is high fidelity (92%) and high accuracy (90%). Differently from S3, the high-
quality results affect the execution time, incrementing the average time and
its variance (i.e., ∼ 607ms). Table 10 summarizes the performance of the four
scenarios.
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Scenario Time ± std Fidelity Accuracy

S1 (Eclaire) 188 ms ± 20.4 ms 0.42 0.46

S1 Non-degenerate (Eclaire) 454 ms ± 34.6 ms 0.91 0.90

S2 (ExpL + Eclaire) 1200 ms ± 42.9 ms 0.98 0.96

S3 (CIU + Eclaire) 391 ms ± 34.9 ms 0.94 0.90

S4 (CIU ∩ ExpL + Eclaire) 607 ms ± 253 ms 0.92 0.90
Table 10. Performance measure for scenarios S1 - S4.

5 Discussion

This study has tested three feature ranking methods in four scenarios. These
methods are weight connection interpretation (see Table 1 for S1), post-hoc
ExpL (see Table 4.2 for S2), CIU (see Table 6 for S3) and the intersection of
ExpL and CIU (see Table 8 for S4). Comparing the feature rankings and the rule
sets produced in each scenario, we found that the feature “concave points worst”
is present in 4 out of 5 rule sets (except in S1 - degenerate). Moreover, in the
scenarios where “concave points worst” is present, accuracy and fidelity values
are ≤ 90%. Thus, we can conclude that such a feature is highly informative
and discriminative for the dataset under assessment. Comparing the position of
“concave points worst” in feature rankings, we found it in the top 10 in S2 -
S4 and in the last position in S1. Such a difference can be explained by several
factors:

H1 The weight connection interpretation method used to rank features in S1
does not accurately describe the feature importance for the model.

H2 The FΘ model does not consider “concave points worst” informative enough.

To test hypotheses H1 and H2, we performed additional experimentation ex-
plaining FΘ model with ExpL. The results are shown in Table 11. In this feature
ranking, “concave points worst” is in the top 5. Additionally, CIU with a repre-
sentative sample experiment was executed on FΘ, and the feature importance is
shown in Table 12 where “concave points worst” appears in the top 10. These
two experiments support H1.

To test hypothesis 2, we evaluated the performance of model FΘ on the
test set, obtaining an accuracy value of 96%. Then, we removed the feature
“concave points worst” and re-train the model, obtaining an accuracy of 95%.
This supports H2. In such a case, other features can provide similar information
replacing “concave points worst”.

Adding an explainable layer by design with threshold constrain, as done in S2,
improved the model’s accuracy and fidelity compared with the other scenarios on
the expenses of the execution time. Even though the performance improvement
is minimal (∼ 5%), this improvement might suggest a promising research path
once the redundancies are removed (i.e., between L1, L2, L3, and E1).

Comparing performance values between scenarios, we found that fidelity is
higher (∼ 4%) in pruned models than in the baseline. The fidelity improves in
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a pruned model because removing noisy features improves the rule extraction
process.

Features importance in ExpL

Feature Value Feature Value

area se 0.09 texture mean 0.0

area worst 0.08 perimeter mean 0.0

perimeter se 0.08 area mean 0.0

radius mean 0.08 smoothness mean 0.0

concave points worst 0.08 compactness mean 0.0

radius worst 0.08 concavity mean 0.0

concave points mean 0.08 symmetry mean 0.0

compactness worst 0.08 radius se 0.0

concavity worst 0.08 smoothness se 0.0

symmetry worst 0.08 concavity se 0.0

smoothness worst 0.07 concave points se 0.0

compactness se 0.07 symmetry se 0.0

fractal dimension se 0.03 texture worst 0.0

texture se 0.02 perimeter worst 0.0

fractal dimension mean 0.01 fractal dimension worst 0.0
Table 11. Feature ranking for S1 with ExpL.

Features importance in CIU

Feature Value Feature Value

area worst 0.99 fractal dimension worst 0.02

fractal dimension se 0.94 symmetry se 0.02

area se 0.48 perimeter worst 0.01

concavity se 0.41 perimeter se 0.01

area mean 0.35 smoothness worst 0.01

radius mean 0.23 texture se 0.01

concave points mean 0.13 perimeter mean 0.01

radius worst 0.10 compactness mean 0.01

radius se 0.09 concave points se 0.01

concave points worst 0.06 symmetry mean 0.0

symmetry worst 0.05 compactness worst 0.0

concavity mean 0.04 concavity worst 0.0

texture worst 0.03 fractal dimension mean 0.0

texture mean 0.03 compactness se 0.0

smoothness se 0.02 smoothness mean 0.0
Table 12. Feature ranking for S1 with CIU.
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6 Conclusions

This paper proposed a new methodology to overcome limitations in decomposi-
tional rule extraction processes related to the complexity of the pruning process,
local feature representation, and lack of generalization. The proposed pipeline
combines local/global feature explanation tools (ExpL and CIU) with the rule
extraction tool named ECLAIRE. The results indicate that

– Different rule sets can be equally valid and reach similar performance. In-
deed, there is more than one valid solution to complex problems like describ-
ing the decision boundaries of DL models.

– Introducing an Explainable layer (ExpL) in the model can guide ECLAIRE
during the rule extraction process, increasing the accuracy and fidelity scores.
However, it requires more execution time, reflecting a trade-off between qual-
ity and execution time.

– A concise and accurate rule set can be obtained using CIU and Explainable
layers (ExpL) in combination with ECLAIRE. Moreover, combining CIU
and ExpL produces a short and accurate feature explanation that reduces
the number of intermediate rules reaching a shorter and more accurate rule
set.

– Feature importance rankings generated with ExpL and CIU add contextual
information to the logic rule set generated by ECLAIRE, complementing
the logic explanation with reasons that describe why certain features were
selected over others.

The future work is two-folded. In particular,

FW1 Improvement of other rule extraction algorithms that require an iterative
pruning and re-training (i.e., FERNN).

FW2 ExpL limits its explanation to the first hidden layer. We envision amending
the inner mechanism to produce explanations for all the hidden layers as an
element to distill a logic model from a DNN.

FW3 To integrate the revised ExpL (see FW2) within the step E1 of ECLAIRE.
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A Appendix Feature description

Feature Description

area se Area standard error

area worst Average of three largest area values

perimeter se Perimeter standard error

radius mean Average of cell’s radius value

concave points worst Average of three largest concave points in the contour values

radius worst Average of three largest radius values

concave points mean Average of concave points in the contour

compactness worst Average of three largest compactness values

concavity worst Average of three largest concavity values

symmetry worst Average of three largest symmetry values

smoothness worst Average of three largest smoothness values

compactness se Compactness standard error

fractal dimension se Fractal dimension standard error

texture se Texture standard error

fractal dimension mean Fractal dimension mean

texture mean Texture mean

perimeter mean Perimeter mean

area mean Area mean

smoothness mean Smoothness mean

compactness mean Compactness mean

concavity mean Concavity mean

symmetry mean Symmetry mean

radius se Radius standard error

smoothness se Smoothness standard error

concavity se Concavity standard error

concave points se Concavity points standard error

symmetry se Symmetric standard error

texture worst The average of the largest three texture values

perimeter worst The average of the largest three texture values

fractal dimension worst The average of the largest three fractal dimension values
Table 13. Breast Cancer Dataset Feature description.


