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1 Introduction

With the widespread use of AI systems, understanding the behavior of intelligent
agents and robots is crucial to facilitate successful human-computer interaction
(HCI) [3]. Recent studies have confirmed that explaining an agent’s behavior
to humans fosters the latter’s acceptance of the agent [2, 4]. However, providing
overwhelming or unnecessary information may also confuse humans and cause
failure [15]. For these reasons, parsimony has been outlined as one of the key
features of successful explanations in HCI [10, 9]; in this context, a parsimo-
nious explanation is defined as the simplest explanation (i.e., least complex)
that describes the situation adequately (i.e., descriptive adequacy) [9, 5]. While
parsimony is receiving growing attention in the literature, most works are carried
out on the conceptual front, and little research has been done from engineering
and empirical HCI perspectives.

2 Contribution

This work proposes a mechanism for parsimonious eXplainable AI (XAI) [6,
7, 16]. In particular, it introduces the process of explanation formulation and
proposes HAExA, a human-agent explainability architecture (Figure 1) allow-
ing to make this formulation operational for remote robots. In HAExA, re-
mote robots (right) are represented as agents that generate contrastive expla-
nations6 [12] to explain their behaviors based on the changes in the environment
and their goals. Assistant agents (center) collect the remote agents’ raw ex-
planations to communicate filtered explanations to the human (left); the filter-
ing helps prevent that humans get overwhelmed by the information the remote
agents provide. Considering that the assistant agents have a global overview of
the environment, they may post-process the raw explanations received from the
remote agents to aggregate, update, and filter them; subsequently, they commu-
nicate the updated and filtered explanations to the human.

? This work has been accepted in the Journal of Artificial Intelligence on the 2nd of
August 2021 [14]. DOI: https://doi.org/10.1016/j.artint.2021.103573

6 Broadly speaking, contrastive explanations answer why A and not B? questions.
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Fig. 1. Human-Agent Explainability Architecture (HAExA).

3 Evaluation and Results

To evaluate HAExA, several research hypotheses are investigated in an HCI
study using an agent-based simulation based on a scenario of package delivery
in smart cities (see our demo paper [13]). The study relies on well-established
XAI metrics [8] to estimate how understandable the explanations are to the hu-
man participants. The study investigates the impact of the different techniques
of explanation formulation (static filter, adaptive filter, and adaptive filter with
contrastive explanations) on humans. The participants’ responses are collected
using a 5-Likert scale [1]. The significance of these responses is statistically an-
alyzed and presented using statistical testing: Non-parametric (Kruskal-Wallis),
Parametric (ANOVA), and Cronbach’s alpha.

Based on the analysis of subjective and objective understandability, we gath-
ered evidence that adaptively filtered and contrastive explanations improve hu-
man understandability compared to statically filtered explanations (i.e., non-
adaptive to the environment). Our insights indicate that contrastive explana-
tions can be used without risking a detrimental effect on understandability. Our
study could not confirm the same effect on trust (which remains a challenge
identified in many other works in the literature [11, 8]). Nevertheless, the re-
sults provide empirical insights on human-multiagent system explainability as a
starting point that future research on XAI could expand.
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