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Abstract. Medical imaging research has long suffered problems getting
access to large collections of images due to privacy constraints and to high
costs that annotating images by physicians causes. With public scientific
challenges and funding agencies fostering data sharing, repositories, par-
ticularly on cancer research in the US, are becoming available. Still, data
and annotations are most often available on narrow domains and specific
tasks. The medical literature (particularly articles contained in MedLine)
has been used for research for many years as it contains a large amount
of medical knowledge. Most analyses have focused on text, for exam-
ple creating semi-automated systematic reviews, aggregating content on
specific genes and their functions, or allowing for information retrieval
to access specific content. The amount of research on images from the
medical literature has been more limited, as MedLine abstracts are avail-
able publicly but no images are included. With PubMed Central, all the
biomedical open access literature has become accessible for analysis, with
images and text in structured format. This makes the use of such data
easier than extracting it from PDF. This article reviews existing work on
analyzing images from the biomedical literature and develops ideas on
how such images can become useful and usable for a variety of tasks, in-
cluding finding visual evidence for rare or unusual cases. These resources
offer possibilities to train machine learning tools, increasing the diver-
sity of available data and thus possibly the robustness of the classifiers.
Examples with histopathology data available on Twitter already show
promising possibilities. This article add links to other sources that are
accessible, for example via the ImageCLEF challenges.
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1 Introduction

Machine learning, in particular deep learning, relies on large annotated datasets
to reach sometimes impressive results, as for example in the ImageNet com-
petition [9]. Whereas web images are easily available and annotations can be
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obtained via crowdsourcing without a need for expensive specialists, the medical
domain suffers more difficulties in creating large-scale image resources that are
publicly available. All medical data acquisitions require ethics approval and pri-
vacy constraints can sometimes limit the distribution and sharing of such data
even when it is considered of high importance [39]. As a consequence, small and
non publicly available datasets limit the use of state-of-the-art machine learning
algorithms that require large amounts of data, as well as the reproducibility of
many reported results in the literature. Many funding organizations in the US
and Europe have started pushing for data sharing and for making resources avail-
able over 15 years ago. The outcomes are now visible with large scale repositories
such as the TCIA3 (The Cancer Imaging Archive) and TCGA4 (The Cancer
Genome Atlas) being increasingly used by research projects. These repositories
take some of the legal responsibilities from the medical institutions that ac-
quired that data, easing data sharing for them. Scientific challenges have also
contributed to making medical data available for concrete tasks with strong base-
lines. ImageCLEF [20, 11] has had medical challenges each year since 2004 and,
together with other challenges such as VISCERAL [18], BraTS [28] or Came-
lyon [4], has strongly gained in popularity. Even though scientific challenges have
strongly advanced many domains, there is a risk of bias (depending on the exact
setup and performance measures used) and results need to be evaluated with
care [25]. Other resources for access to images and videos include [32, 34].

The biomedical literature stores a very large amount of available medical
knowledge. Medical knowledge is estimated to have a half-life of about 5-10
years [13], meaning that knowledge needs to be checked regularly and it may
be important to use recent data to assure veracity when training systems. Simi-
larly for images, the acquisition devices change continuously. Ways to harmonize
images across the imaging devices also need to be developed [1].

While a large amount of work has been dedicated to the automatic analysis
of text in biomedical literature [40, 37], work on extracting and practically using
images present in the literature is still limited. A major difficulty that explains
this limited amount of work is the unstructured nature of the data, with images
not being easily extracted from the literature and associated with meaningful
information or labels. The biomedical literature also contains an extreme vari-
ability of information, making it necessary to filter out the unwanted data [20].

The PubMed Central (PMC) repository5 has allowed this type of analysis
in recent years, since an exponentially increasing number of images has become
available with the free text and limited structured data (such as attached MeSH
terms, keywords, place where a figure is referenced, etc.) (see Figure 1). With
more than 2 million articles in total, an average of 3.5 figures per article includ-
ing 1.5 compound figures of 4 subfigures each, it sums up to approximately seven
million figures, including 3 million compound figures with 12 million subfigures
for a total of >16 million figures available in 2018 if separated correctly. With

3 https://www.cancerimagingarchive.net/
4 https://www.genome.gov/Funded-Programs-Projects/Cancer-Genome-Atlas
5 http://www.ncbi.nlm.nih.gov/pmc/
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an expected increase of nearly 3 million figures in 2019 and more in the follow-
ing years, it promises in the near future very large amounts of training data
in various applications, modalities and particularly rare cases that are strongly
oversampled in the literature compared to clinical archives [12]. Difficulties re-
lated to this type of data, that will be developed in more details in Section 3,
include the heterogeneity and non-guaranteed quality of the images, the presence
of compound images and the automation of ground truth labels extraction from
the text. This article has as objective the systematic analysis of work towards

Fig. 1. The growth in the number of published open access articles in the biomedical
literature has been exponential in the past 30 years.

using publicly available sources of medical images, such as PMC. It reviews
much of the existing work in the field of making such resources usable for ma-
chine learning. The main contribution of this text is the systematic collection
of available articles in the field including resources of annotated data sets that
can be used for model training. Thus, this article makes the available resources
(articles, data sets, source code) accessible for researchers, resources that are
currently scattered and not easy to find. It solves the problem of where to start
when filtering the medical literature for relevant images for a specific problem.
The example problem chosen here is that of histopathology image analysis.

2 Methods

For gathering the articles cited in this text, two approaches were chosen as a
more qualitative methodology. As a first approach, the work of the ImageCLEF
benchmark [20] that has extensively worked on images from the biomedical open-
access literature was analyzed over the past 12 years, a period in which most
image resources have come from the literature or other public sources. Several
steps were analysed in this context to extract information from images in the
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literature, to filter our relevant clinical images and to retrieve visual content or
answer questions based on this visual content. In a second step, the literature
search tool Google scholar was used to add articles working on related fields
and for specific tasks. Search terms include “medical image classification” and
“medical literature” and “publicly available resources” and “machine learning”.
Articles found were chosen based on being complementary to the already cited
articles, journal papers were favored over conference papers and dynamically
growing data sets (such as PMC) were favored over fixed data sets. The found
resources are sorted into several categories based on the steps required for the
data extraction and data enrichment.

3 Analyzing Images from the Biomedical Literature

3.1 Retrieval of Medical Images

One of the first ways to exploit images from the biomedical literature was image
retrieval systems, that indexed images and allowed to search by keywords and
visual examples or for visually similar regions of interest. This made the visual
content accessible and allowed to reuse single images with specific patterns or
groups of images more easily. The OpenI research system [8], maintained by
the National Library of Medicine (NLM) and shown in Figure 2 is an example
of such retrieval systems. A similar example with more detailed visual search

Fig. 2. Screenshot of the OpenI image retrieval system [8].

capabilities was developed in the Khresmoi project [26] based on [30], while
another one focusing on radiology without visual search is GoldMiner [19]. A
large number of further medical retrieval systems exist as reviewed in [31].

3.2 Extracting Content from Medical Images

When the objectives go beyond finding specific images and require filtering the
entire PMC, then it is necessary to extract metadata from the images, which is
described in the following sections.
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Fig. 3. A hierarchy of images types in the biomedical literature, taken from [29].

Image Types The first basic information to use for filtering an image collection is
the image type, for example, the imaging modality that produced the image but
also whether a flow chart or other general graph is shown. Image search engines
such as GoldMiner [19], for instance, allow to filter a search by image modality
and it was shown that filtering by modality can improve retrieval quality [21].
Specifically for the biomedical literature in PMC, a hierarchy of image types was
developed in [29]. This hierarchical structure is also shown in Figure 3. Several
challenges on identifying the image types were run in ImageCLEF [15]. The
currently best results for the really challenging and very unbalanced data set of
over 30 classes reached over 90% [2].

In order to underline the diversity in the image types, we show in Figure 4 a
set of images that were initially classified as histopathology images but in manual
control found to be different types. These examples illustrate the visual similarity
of some image types and, in one case, a hand-drawn histopathology image which
clearly looks like histopathology but is a different type in the hierarchy. Besides
the figure type that was also described in the IRMA (Image Retrieval in Medical
Applications) hierarchy [22] (that focuses only on medical modalities) there is
also an interest to identify the anatomical region of the images, its orientation
and the biological system that is imaged (the heart vs. the lung for a chest X-
ray, for example). These meta-data allow for good filtering and search. Pathology
is the most frequently requested functionality for search [27] but it also very to
obtain from the image data alone, as often more information on a case is required.

Dealing with Compound Figures. The percentage of compound figures (consist-
ing of several subfigures) is estimated to be at least 40% in PMC [15]. This high
ratio can be explained by the fact that many journals allow for a very limited



6 H. Müller et al.

Fig. 4. Examples of images incorrectly classified as histopathology images and manu-
ally identified as incorrect categories. Histopathology images can be seen in Figure 5.

number of figures, forcing to compress the visual content. These images are only
available in a single image block limiting their utility in computer analysis or for
further analysis. Making the individual subfigures accessible requires detecting
the compound figures among the millions of figures and splitting them into sub-
figures as explained in [3, 6]. Several challenges arise, as the subfigures are often
related and sometimes it is even hard to identify whether a figure is a single fig-
ure or contains independent subparts. An example of journal compound figures
with several subfigures that are automatically separated is shown in Figure 5, in
this case focusing on histopathology images.

Fig. 5. Examples of compound figures and the automatically detected separation lines.

As with the image types described before, the variety of images and ways in
which images are put into compound figures is enormous. Again, several chal-
lenges in ImageCLEF tackled this problem with often very good results for both
detecting the subfigures and separating them [16]. After subfigures are cut they
can again be classified into image types and then be used for specific tasks.

Focusing on Regions of Interest. In medical images, the actual region of interest
is often small. In journal articles, the raw data are usually not made available
and replaced by cropped images that are already in the optimal level/window
setting for viewing. These images show a subset of the original image and for
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tomographic images most frequently only the best slides, for example where
a tumor is largest. This reduction of information, intrinsic to the purpose of
reporting images in scientific articles, presents inconveniences. Information is
lost with the compression and transfer to jpeg format (256 grey levels instead
of 4000 in DICOM) and with the omission of slides in tomographic series. Yet,
the content is also more focused and often shows only the environment around
the region of interest. This can possibly allow weakly annotated approaches if
a sufficiently large amount of data is available. Another particularity of images
from the literature is the presence of arrows to highlight regions that are further
discussed in the caption or the full text [5]. These arrows can relatively easily be
detected and allow to further focus the search on small regions of interest [5].

3.3 Combining Text and Images for Data Analysis

Much of the description in the preceding sections has focused on image analysis
approaches to enrich the information of images from the medical literature by
filtering specific image types, cutting compound figures and detecting the region
of interest. In the case of the biomedical literature, there is also text information
available, notably the figure caption and the full text surrounding the reference to
a figure. In PMC, most articles have manually attached MeSH (Medical Subject
Headings) terms. Text has been used in most retrieval applications [10] but
has also obtained very good results in modality classification [17, 2], as it is
complementary to visual information. In the case of compound figure detection, a
caption with several subparts can also be indicative for the presence of subfigures.
The text can then be split to correspond to each of the subfigures [3].

For images detected as histopathology to be useful for training clinical deci-
sion support systems, further steps are required [12]. Much of the cancer research
is on animals so, when learning human tissue classification, it is important to
filter out animal tissue samples even from the same organ. The species is most
often present in the manually attached MeSH terms (for humans even the group
of children, or older adults is usually given) and these can be used as a good
indicator for filtering out those of mice and rats. The specific organ is often
mentioned in the MeSH terms or in the article title but is only rarely mentioned
in the figure caption. This again allows filtering out tissue of organs that are not
relevant for a given task.

Image Heterogeneity in the Case of Histopathology. Histopathology has several
specificities that increase the possible image heterogeneity. Different types of
stainings can highlight various molecular aspects in the images in differing col-
ors. The most frequent one, the H&E (Hematoxylin and Eosin) staining, is low
in cost and accounts for approximately 90% of the histopathology images in the
literature based on a small sample that we evaluated. Within H&E staining,
color heterogeneity can strongly affect the performance of the machine learning
algorithms [7], so heterogeneity needs to be added in the training data. In pathol-
ogy images, color variations can be due to tissue preparation and are related to
the complex set of preparation phases related to staining procedures, section
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thickness and scanner differences [23]. Color heterogeneity can be approached
with many methods, such as color normalization [38, 24, 7] and color augmen-
tation [36] directly in the learning phase. Particularly, color augmentation has
recently lead to excellent results in challenges [7]. Interpretability methods can
evaluate the impact of color shifts and texture transformations [14]. Besides this,
detecting the scale of figures [33] is another challenge. Structures being analyzed
at differing scales on a microscope, it is important to know the image scale when
comparing images or when using them for machine learning. Sometimes, this in-
formation can be found in the image caption but it may not actually be reliable,
as the editors can modify the image size and resolution.

3.4 An Example of Using Twitter Histopathology Images

Images and information posted by pathologists on social media (in this case Twit-
ter) were used in [35] to create a dataset and train machine learning algorithms
to identify stains and discriminate between different tissues in histopathology
images. The results obtained by Schaumberg et al. [35] show that such data can
actually be used. However, they also highlight the limitations of the approach.
Despite having a large number of manually curated images, good performance
was only obtained for tasks that can be defined as very simple for a human.
For instance, the authors reported Area Under Receiver Operating Character-
istic (AUROC) over 0.9 for tasks such as: differentiating between human H&E
stained microscopy images from all other types of images or distinguishing H&E
from immunohistochemistry (IHC) stained microscopy images, a very simple
task. AUROC reduces to 0.803 when distinguishing among breast, dermatolog-
ical, gastrointestinal, genitourinary and gynecological pathology tissue types.
Finally, the performance for more relevant tasks noticeably drops. Distinguish-
ing between low-grade and malignant tumors on the mentioned tissues obtains
an average AUROC of 0.703, while the three-class classification of nontumoral
diseases, low-grade tumors, and malignant tumors drops to an average AUROC
of 0.683. Both results should be considered in the light of the considered num-
ber of classes (respectively 2 and 3), which leads to chance level accuracies of
respectively 50% and 33.3% in case of a balanced distribution.

4 Conclusions

The objective of this article is to gather and review research that aims at lever-
aging the usefulness of medical images publicly available on the Internet via a
variety of sources. The most frequently used resource is the biomedical literature,
although some communities shared images on social networks such as Twitter
and there is potentially useful content in public teaching files and possibly other
resources. With an exponentially increasing amount of images, it is important
to develop automatic pipelines that adapt to the changing images and regularly
add such up-to-date content to learn from it and really optimize generaliza-
tion performance of classifiers with limited manual work. Many of the examples
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shown in this paper focused on basic classification and filtering tasks to augment
the value of the extracted images. This allowed, in internal experiments, to find
around 100,000 histopathology images among the five million images in PMC (a
number that is increasing very quickly). This number gets further reduced when
removing non-human tissue and also when focusing on specific organs such as
prostate or breast tissue.

Still, such teaching files, social networks or literature can provide important
complements to clinical archives if the information contained in the images can
be accurately extracted. Moreover, these resources focus on rare cases or abnor-
mal situations and can complement clinical archives where the most common
conditions are usually oversampled and rare or unusual cases are not often seen.

This paper focused on a scenario using histopathology images and it shows
the steps of how to make images from the biomedical literature usable for ma-
chine learning tasks. A quantitative evaluation is clearly required to show the
usefulness of these images to machine learning. A very similar approach can
be employed in radiology or dermatology, simply filtering for a different set of
images and different subclasses. Each time, resources can be created that have
few problems in terms of privacy constraints and ethics because the data have
already been made available in the biomedical literature with a clear license.
The work required can be important in a first step to create a fully automated
pipeline but it is still much less than extracting images from clinical archives.
The quickly increasing data source rewards with the possibility to have within
a few years a much larger resource available and being able to reuse such an
automatic pipeline to retrain the system.

Using images from the literature is complementary to using images from clin-
ical archives for training, as clinical archives focus on local specificities whereas
images in the literature allow for better generalization. Images from the liter-
ature contain mainly unusual or rare cases whereas images in clinical archives
contain many normal or frequent cases. Thus, the two sources can be used to-
gether. Finally, the literature also allows groups without connections to a medical
center to work on medical data. The next steps in this work are to show that
training with such heterogeneous images are possible for a well-defined task such
as grading of prostate cancer histopathology images. Other useful targets would
be to create an automated pipeline for all the steps required to enrich images
from the literature and then run this at several moments over time to estimate
data increase. If several research groups can collaborate, a possible critical mass
can be reached and combinations of automatic labels could reach a high quality.
It would be even more useful if information on image type, compound figures
etc. could be distributed directly with PMC, so all research using the data can
profit from it. In the case of uncertain labels, a confidence score could be added.
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