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Summary
Objective: Clinical data mining is the application of data mining
techniques using clinical data. We review the literature in order to
provide a general overview by identifying the status-of-practice and
the challenges ahead.
Methods: The nine data mining steps proposed by Fayyad in 1996
[4] were used as the main themes of the review. MEDLINE was used
as primary source and 84 papers were retained based on our inclu-
sion criteria.
Results: Clinical data mining has three objectives: understanding the
clinical data, assist healthcare professionals, and develop a data
analysis methodology suitable for medical data. Classification is the
most frequently used data mining function with a predominance of
the implementation of Bayesian classifiers, neural networks, and
SVMs (Support Vector Machines). A myriad of quantitative perfor-
mance measures were proposed with a predominance of accuracy,
sensitivity, specificity, and ROC curves. The latter are usually associ-
ated with qualitative evaluation.
Conclusion: Clinical data mining respects its commitment to extract-
ing new and previously unknown knowledge from clinical data-
bases. More efforts are still needed to obtain a wider acceptance from
the healthcare professionals and for generalization of the knowledge
and reproducibility of its extraction process: better description of vari-
ables, systematic report of algorithm parameters including the
method to obtain them, use of easy-to-understand models and
comparisons of the efficiency of clinical data mining with traditional
statistical analyses. More and more data will be available for data
miners and they have to develop new methodologies and infrastruc-
tures to analyze the increasingly complex medical data.
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Introduction
The term data mining becomes ever
more popular in the biomedical re-
search community. Within the last 10
years, the number of papers having the
term “data mining” in their title and
referenced in MEDLINE has increased
by a 10-fold. The activities of interdis-
ciplinary researchers to promote the
clinical data mining techniques are
likely to be one of the reasons of this
explosion. The Intelligent Data Analy-
sis and Data Mining (IDA-DM1 )
workgroup of the International Medi-
cal Informatics Association (IMIA), for
example, has organized a yearly work-
shop on intelligent data analysis and
data mining in biomedicine and phar-
macology since 1996. This workshop,
called IDAMAP2 , is an opportunity for
researchers and practitioners to meet
and discuss data analysis techniques for
the biomedical domain.

The purpose of data mining is a
methodic extraction of knowledge, pat-
terns, useful information, or trends
from retrospective, massive, and mul-
tidimensional data. However, there are
also some studies using real-time data
[1]. Three main categories of data min-
ing strategies are reported in the litera-
ture: supervised, unsupervised, and
semi-supervised learning [2, 3]. In a
supervised learning setting, a set of in-
put variables is used to predict a target
or dependant variable. In an unsuper-
vised learning setting, the target vari-
able does not exist and data mining tech-
niques are used to discover patterns,

clusters, or relationships in the data set.
In semi-supervised learning, the target
variable exists but the value is only pro-
vided for a small amount of the ex-
amples and data mining techniques are
used to predict the values of missing
target values or extract patterns, clus-
ters, or relationships in the data set. The
f inal objective of data mining can be
grouped into five categories: prediction
(for supervised and semi-supervised
learning only), regression, classif ica-
tion, exploration, and aff inity (unsu-
pervised and semi-supervised learning
only). The reader could refer to [2] for
an overview of data mining algorithms
for each data mining objective, both for
supervised and unsupervised learning,
and [3] for semi-supervised learning.

Data mining is a multidisciplinary
field at the intersection of database tech-
nology, statistics, machine learning,
and pattern recognition. It prof its from
all these disciplines. These multiple
roots that are characteristic of data min-
ing introduce differences in the termi-
nology used and the process for data
analysis. In a medical setting, for ex-
ample, the patients’ characteristics (sex,
age, risk factors, etc) may be called
columns or fields for a data miner hav-
ing a strong database knowledge; inde-
pendent variables for a statistician; fea-
tures for a machine learning specialist.
Data mining is the application of spe-
cific algorithms for extracting patterns
from massive data and is only a step in
the knowledge discovery in databases
(KDD) process [4] but, in practical set-
tings, it is broadly assimilated as the
whole KDD process [5].

The KDD process, as described in
[4] is an iterative and interactive pro-
cess having nine steps to extract latent
information in data: 1) the business un-

1 http://magix.fri.uni-lj.si/idadm/ (available online
on the 31/01/2009)

2 http://www.idamap.org/ (available online on the
31/01/2009)
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derstanding, 2) data set selection, 3)
data cleaning and preprocessing, 4) data
reduction and projection, 5) matching
the objective defined in step 1 into a
data mining method (classif ication,
clustering, regression, etc.), 6) choice
of the algorithm and search for data
patterns, 7) pattern extraction, 8) data
interpretation and 9) use of the discov-
ered knowledge. Some of these steps
(3, 4, 9) may be optional in a data min-
ing process based on the quality of the
data at hand, algorithm at hand, and the
f inal objective. It is important to note
the industries’ initiatives to standard-
ize the KDD process. Many processing
models were proposed to achieve suc-
cessful data mining: the f ive A’s (As-
sess, Access, Analyze, Act and Auto-
mate) from SPSS, the SEMMA3

(Sample, Explore, Modify, Model, As-
sess) from SAS, the CRISP-DM4

(Cross-Industry Standard Process for
Data Mining) from a consortium of
vendors and users (Clementine® for
example), and the two-crows model5 .
A detailed description and comparison
of the SEMMA and CRISP-DM pro-
cessing models can be found in [6].

Objective
The objective of this survey is to pro-
vide a general overview of clinical data
mining by identifying the state-of-the-
art practices and the challenges ahead.
The term “clinical data mining” indi-
cates the data mining application on
clinical problems. In the following, we
use the broad def inition of data min-
ing and papers will be reviewed and
discussed according to these steps.
These steps are important for the re-
producibility of the process to obtain
the knowledge, which is the main con-

cern of medical experts with respect to
the concept of knowledge [7].

During the past ten years, several
reviews on clinical data mining were
produced in the biomedical domain.
This review will study the actual prac-
tice of data mining on clinical data and
their main differences: it is not limited
to the review of algorithms used in
medical domain according to the data
mining objectives such as in [8]; it is
not focused on a specif ic data mining
algorithm such as in [9]; it studies the
effective application of data mining on
clinical problems not focused on a par-
ticular type of data such as the textual
ones already addressed in  [10], or the
temporal aspect of the data such as in
[11, 12], nor on a particular disease or
specif ic task like pharmacoepidemiol-
ogy as in [13]. A review of existing
open-source data mining tools can be
seen in [14]. A methodological review
of the predictive data mining in clini-
cal medicine is proposed by Bellazzi et
al. with a focus on current issues coupled
with practical guidelines for a better con-
struction, assessment and exploitation of
data mining models [15].

Methods
The main source of information for this
review is MEDLINE. Google Scholar®
was used as a complementary informa-
tion source. For MEDLINE searches,
we used a combination of MeSH terms
related to data mining because the term
“data mining” is not referenced in
MeSH. Narrower terms of data mining
such as “artif icial intelligence”, “pat-
tern recognition, automated”, “cluster
analysis”, “bayes theorem”, “classif i-
cation”, “data interpretation, statistical”,
“information storage and retrieval/
methods”, “models, statistical”, “Deci-
sion Trees” as major topic and “medi-
cal records systems, computerized”. The
existence of an abstract, written in En-
glish, published between 1998 and De-
cember 2008 was our inclusion crite-
ria. Papers having one of the MeSH

keywords cited above but not based on
a data mining methodology (pure sta-
tistical data analysis, papers dealing
using other methodology of artif icial
intelligence, etc.), or not accessible in
full format were excluded from the study.

Results
A total of 84 papers were included in
this review and from these we extracted
the status of the nine data mining pro-
cesses and the challenges for the do-
main of clinical data mining.

1.   Learning the Application Domain
The objective of this f irst step is to
determine 1) the relevant prior knowl-
edge of the domain and 2) the goal of
the data mining application.

The prior knowledge of the domain
can be seen as the problem that requires
a response or solution by applying data
mining. The problem can be related to
the clinical data. In this case data mining
may provide a better understanding of
the data related to the clinical care, in
which data mining may provide assis-
tance to medical staff or related to the
data mining methodology for its im-
provement or adaptation in the medical
domain. Bayat et al., for example,
wanted to obtain from a renal transplan-
tation database the most important risk
factors for patient incorporation in a re-
nal transplantation waiting list [16].
García-Gómez et al. investigated the con-
tribution of data mining in the differen-
tial diagnosis of musculoskeletal soft tis-
sue tumors for the radiology department
[17]. Juhola and Laurikkala developed a
methodology to measure the similarity
of clinical cases, having mixed-type vari-
ables (quantitative and nominal), in or-
der to classify similar elements [18]. The
latter was applied on female urinary in-
continence and otoneurological data.

After the definition of the problem,
the goal of data mining applications has
to be stated. According to the descrip-

3 http://www.sas.com (available online on the 31/
01/2009)

4 http://www.crisp-dm.org (available online on the
31/01/2009)

5 http://www.twocrows.com (available online on the
31/01/2009)
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Data type Papers 

Structured [1, 5, 16, 18, 20, 23, 25, 26, 29, 30, 32, 40, 42, 43, 50, 53, 54, 63, 
64, 69, 73, 75, 84, 85, 100] 

Structured + temporal dimension [51, 52, 59, 60, 86] 

Unstructured [19, 33, 35, 36, 39, 44, 45, 46, 55, 56, 57, 66, 68, 70, 82, 83, 98] 

Mixed type [19, 22, 41] 

Benchmark datasets [39, 57, 70] 

Data from multiple sources [16, 26, 32, 42, 43, 54, 63, 64] 

 

Data mining goal Papers 

Data exploration [5, 16, 22, 23, 24, 25, 26, 33, 64] 

Data visualization [1, 20, 21, 97] 

Data quality assessment and evaluation [30, 31, 32, 33, 34] 

Prognostic evaluation [39, 40, 41, 42, 43, 45, 46, 77] 

Diagnostic assistance [17, 32, 39, 89] 

Quality of Care [24, 31, 48, 49, 51, 52, 53, 54, 66, 76, 78, 81, 86, 93] 

Information retrieval [56] 

NLP [35, 36, 55, 57, 70, 82, 90, 98] 

Image analysis [39, 45] 

DM Methodology evaluation [5, 18, 19, 45, 62, 99] 

tion of the problem, the potential uses
of the data mining processes in medi-
cal application are described in the fol-
lowing paragraphs. Table 1 provides ex-
amples for each type of problem.

i)   Understanding Clinical Data
Clinical information systems are mainly
used to manage a patient-by-patient
electronic health record. The clinical
data warehouse is the source for analysis
at a patient population level in order to
better understand the care practice and
its effectiveness [19]. Data mining can
be used to explore the insight of these
data. There are three main approaches
for this purpose: data visualization, data
exploration, and data quality assessment.

Data visualization approaches tend
to provide quick and understandable
access to information i.e. converts data
into information [1, 20, 21]. Grant et
al. proposed a dashboard system in

clinical practice to visualize (retrospec-
tively) the resource allocation in the
emergency department and to evaluate
the quality of the service provided by
the biochemistry department [20]. The
content of an electronic health record
is a succession of events collected over
time. There are situations where the
time of each event is of high impor-
tance. Visualizing time-oriented data of
a patient population is a challenging
task and it was proposed by Klimov and
Shahar in [21]. While most of data min-
ing applications analyze retrospective
data, Chen et al. proposed a real-time
data summarization by parsing hospi-
tal communication messages [1].

Data exploration provides the tacit
relationship in the clinical data [5, 16,
22, 23, 24, 25, 26]. These relationships
are expressed as rules in the form of IF
conditions THEN conclusion [24, 25,
26]; risk factors identification for a spe-
cific disease [5, 16]; and subgroup char-

acterization [22]. In the risk factor iden-
tification, the most important variables
providing a high correlation with a tar-
get or dependant variable are selected
while the subgroup discovery provides
the characteristics of the (independent)
variables concerning a specif ic value of
a dependant variable of interest (most of
the time over or under represented).

The clinical data are collected to sup-
port clinicians in the care delivery and
it contains noise, contradiction, missing
values [27], and important information
(signs, symptoms, clinical reasoning,
and so on) may be stored in an unstruc-
tured way. The missing values, for ex-
ample, may be due to a neglect of the
clinicians because they thought that the
variable is of less importance for a par-
ticular patient [22, 28]. Some clinical
parameters are considered as clinically
normal and not confirmed or simply
omitted due to time pressure [29]. The
third data mining application in relation
to clinical data problems is the assess-
ment of clinical data quality [30, 31, 32,
33, 34]. The goals of this application are
multiple such as detection of medical
errors, assessment of the data coding
quality, provision of a structure from un-
structured data, etc. Jannin and Morandi,
for example, use data mining to assess
the quality of a surgical procedure
model [31]. Spangler et al. investigated
the adequacy and effectiveness of two
coding classif ications (ICD-9 for diag-
nostic and CPT for procedure) in two
hospitals [34]. Chapman et al. proposed
a method for extracting a clinical con-
cept from emergency department reports
[35] and Goldstein et al. classified auto-
matically radiology reports with ICD-9-
CM classification [36].

ii)   Assistance in Clinical Care
In the 70s and 80s, many expert sys-
tems such as MYCIN [37] or INTER-
NIST [38] were developed based on
knowledge provided by medical experts.
However the acquisition of the knowl-
edge used by these systems has a high
cost and artif icial intelligence was used
to extract knowledge in the clinical

Table 2   Papers classified according to the data type

Table 1   Papers classified according to the data mining purpose in medical applications
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data. These systems were designed for
one of the following purposes: prog-
nostic assistance, diagnostic assistance,
quality of care improvement, and sup-
port to access clinical data.

The prognostic assistance took a
form of an early detection of high risk
patients in a patient population [39, 40,
41, 42, 43, 44, 45, 46]. Gellerstedt et
al., for example, provided a support for
pre-hospitalized patients suffering from
acute myocardial infarction at the emer-
gency department dispatch center us-
ing subjective information provided by
phone [43] and Goletsis et al. proposed
a system for early detection of high risk
patients suffering from myocardial is-
chemia using electrocardiographic data
[44]. Daemen et al. compared the breast
cancer prognosis model provided by
clinical versus genetic data [41].

Data mining may also be used to pro-
vide diagnostic assistance for rare
events like the otoneurological diseases
[28, 47]; for diff icult diagnosis such
as the musculoskeletal soft tissue tu-
mors [17, 48]; for automatic digital
image reading [39].

The improvement of the quality of care
concerns mainly support for patient safety
like in [29, 31, 49, 50, 51, 52]. It can
also take the form of an improvement of
the administrative work of healthcare
staff as in [24, 48, 53]. Data mining
can also provide a measure for the
population’s access to healthcare re-
sources such as suggested in [54].

In order to better deal with clinical
data, data mining techniques have de-
veloped solutions  to support the re-
trieval of narrative or imaging docu-
ments [35, 55, 56], to classify medical
reports automatically [36], and to pre-
serve the patient privacy and conf iden-
tiality in medical reports for a second-
ary usage [57].

iii)   Data Mining Methodology Development
Harper compared different classif ica-
tion algorithms for decision making in
[58] and concluded that there was no
single best classif ication tool but the
best performing algorithm depends on

the features of the data at hand as well
as any preference of the end-user. How-
ever, due to the complexity of medical
data, it is sometimes necessary to adapt
existing algorithms or optimize their
use to obtain better results. Hripcsak et
al., for example, proposed and evalu-
ated a new distance metrics for narra-
tive clinical data for clustering [19].
Juhola and Laurikkala proposed a new
distance measure in the case of mixed-
type variables (quantitative and nomi-
nal) for classification [18]. Ramoni and
Sebastianini proposed a new version of
the Naïve Bayes classifier to handle miss-
ing values automatically [29]. In essence,
data mining exploits a large number of
variables and measurements. Computa-
tional efficiency and scalability are im-
portant issues. To address this problem,
Huang et al. investigated a new feature
selection algorithm to reduce the com-
putational complexity of data mining
[5]. The heterogeneity of the medical
data prompts medical data miners to
develop new approaches to analyze
data. Jesneck et al., for example, in-
vestigated decision fusion as a strategy
for the classif ication of imaging data
from multiple modalities, multiple
sources and having various types of
features [45]. The analysis relationships
of time-stamped or time series clinical
data exploits the temporal abstraction
mechanism (identif ication of time in-
terval in which a specif ic data pattern
occurs) [51]. The introduction of a
knowledge base represented in an on-
tology was introduced by [59] and [60]
in order to improve the mining of tem-
poral associations in clinical data.

2.   Creating a Target Dataset
i)   Structured Data Creation
The second step in a data mining project
is the creation of the dataset for analy-
sis. This can be performed by consult-
ing medical knowledge sources to iden-
tify relevant variables for the analysis
[61] or with the objective help of ex-
perts of the domain. Multiple experts
are needed if the acquisition of domain

knowledge has a high cost [26]. The
data used in a data mining study is a
two-dimensional data matrix (dataset)
where the columns represent the vari-
ables and each row a case. In this para-
graph, we will use two terms to char-
acterize a data matrix: the width to char-
acterize the number of variables and the
height for the number of cases as shown
in figure 1. A wider (respectively long)
dataset is a dataset having a high num-
ber of variables (respectively cases).
Usually, the clinical data warehouse
organized in a relational database is the
principal source of data as in [5, 17, 18,
19, 20, 22, 23, 25, 28, 30, 31, 48, 49,
61, 62]. Most of the studies use only a
subset of the warehouse data, i.e., a sub-
set of data agreeing with the problem de-
scribed in the f irst step. Alvarez et al.,
for example, selected the data of pediat-
ric emergency patients undergoing an ul-
trasound for pyloric stenosis to evaluate
the predictive power of a Bayesian clas-
sifier and had a dataset of 118 patients
[49]. The complexity of the query to
create the dataset induces short datasets
(the number of cases rarely goes be-
yond 1’000) and supposes the use of a
prior hypothesis/knowledge of the do-
main (e.g. the variables to use, cases to
incorporate in the dataset, etc.).
As the objective of data mining is to
extract hidden knowledge in a database,
one step to obtain an objectively valid

Fig. 1    Characteristics of a data matrix. Blank cell (resp. grey cell)
corresponds to a filled (resp. missing) value of a particular variable for
a particular case.
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knowledge is to have the longest dataset
possible. Two main solutions are used
to obtain a higher number of cases:
extract data accumulated over a long
period of time as in [5, 19, 25, 30, 40,
48, 61] or integrate data from multiple
sources [16, 42, 54, 63]. The latter may
also be used to obtain a wider dataset
[26, 43, 64]. Two studies [25, 30] ana-
lyze the whole clinical data warehouse
for exploration and to extract new
knowledge inherent in the data. Preg-
nant women data collected from a 20
year-long perinatal database was used
in [30] and the whole clinical data of
13 years were analyzed in [25].

In essence a data warehouse should
contain clean and coherent data. How-
ever, these data were not collected to
support a knowledge extraction but to
support patient-by-patient clinical care.
Due to inter-patient variability, miss-
ing values are frequent in datasets [5,
18, 26, 28, 48]. However, the main ad-
vantage of the use of the clinical data
warehouse is its organizational struc-
ture and coherence of the data with re-
spect to information coding.

ii)   Unstructured Data
Sittig et al. highlighted that 50% of
clinical information describing the
patient’s condition during the therapy
is stored in an unstructured way in free-
text reports [65]. Analyzing free-text
in order to extract information and pre-
senting them in a structured form is a
text mining task. In some cases, data
mining is used to analyze reports like
physical examination letters or dis-
charge letters from various medical
units as in [19, 36, 46, 56, 66]. The
unstructured data is conver ted into a
(structured) data matrix by means of
natural language processing.  A column
here represents a concept, a line a re-
port of a specific patient, and a cell the
presence or absence or the occurrence
of the concept in the patient’s report.
Data mining algorithms can be applied
to the dataset for a specif ic objective.
Sometimes, the reports do not contain
important information such as diag-

noses and these can be manually labeled
by medical experts such as in [66] and
[56], or associated with structured data
to improve the knowledge extraction
[32]. Reports are not the unique kind
of unstructured information sources in
a healthcare setting. Indeed, images [39,
45, 67, 68] and signal data such as those
from electrocardiographic (ECG) data
[44, 67] or microarray data [41] must
also be processed to extract structured
features. The main characteristic of
unstructured data such as text and im-
ages is their multiplicity for a single
patient. Another possible challenge is
the heterogeneity of these multiple un-
structured data instances [45].

iii)   Data Availability
Creating a target dataset may be time
consuming especially if the important
variables to study have to be inferred
from multiple variables from multiple
sources [69]. Patient privacy and con-
f identiality is also an important issue
when the data are used out of their ini-
tial collection purpose [25, 30, 39, 70].
Some research use publicly available
datasets as those provided by universi-
ties like the UCI6  repository or those
provided by learned societies such as
the Mammographic Image Analysis
Society [71] or ImageCLEF7 . These
publicly available datasets serve as
benchmarks to evaluate the perfor-
mance of newly developed algorithms.

3.   Data Cleaning and Preprocessing
The goal of the data cleaning and pre-
processing step is to transform the
dataset in order to remove inconsisten-
cies, noise, incoherence, bias and re-
dundancies characterizing medical data
[67, 72] to avoid the “garbage in, gar-
bage out” phenomenon. These transfor-

mations fall into two categories: a ver-
tical transformation concerning the
variables and their values and a hori-
zontal transformation concerning the
cases. This step needs more effort than
the data mining algorithm application
itself because it requires an analysis of
the dataset, which is not always pos-
sible to automate. Moreover these analy-
ses are not well documented in papers
although being crucial for the success
of a data mining project. This step is
guided by the issues inherent in the
dataset created in the second step de-
scribed above.

i)   Horizontal Transformation
During the dataset creation, all variables
related to the domain are collected ac-
cording to knowledge of the domain.
The number of these variables varies
from 4 as in [42] and [73] to 11’118
like in [46].

Data type issue
The variables may have different types:
binary, nominal, ordinal or numerical.
Some data mining algorithm can
handle all these data types but some-
times there is a need to transform the
type of the variables due to algorith-
mic limitation or to ease the f inal in-
terpretability of the results. The trans-
formation can be done manually or
supported by the data mining software
such as in [25] because the algorithm
can only handle nominal values.

Variable domination issue
Variables with numerical values may
introduce bias into the dataset when
some variables dominate the others. The
bias may influence the data mining al-
gorithm decision attributing too much
importance to the dominating variable.
A variable dominates another one if it
has large values compared to the sec-
ond. Normalization of the numerical
values into the interval [0, 1] is the so-
lution in this situation [73]. Another ap-
proach to resolve the variable domina-
tion is the discretization of numerical
variables as in [61].

6 http://archive.ics.uci.edu/ml/ (available online on
the 31/01/2009)

7 http://imageclef.org (available online on the 31/01/
2009)
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Abstraction issue
It is also possible to have a set of vari-
ables expressing the same concept and
aggregating them into a single variable
removes redundancies and may prevent
errors in the dataset. Lin and Haug, for
example, added metadata describing the
structured data variables and domain
knowledge to aggregate variables au-
tomatically [61].

Temporality issue
The temporality of the clinical data may
also introduce a bias in a dataset. Some
clinical parameters are recorded in the
electronic health record of the patient
multiple times during its stay in the hos-
pital and the representation of these mul-
tiple-valued variables in a data mining
matrix may raise inconsistencies in the
dataset. There are two approaches to rep-
resent the dataset for a classif ication
purpose: use a single value or an ag-
gregated (e.g. mean, mode) value if the
temporality concerns a small subset of
variables [61] or consider each entry
as a case if the temporality concerns
most or the variables [5]. For a tempo-
ral association analysis, the time series
data have to be transformed into an in-
terval-based representation by the mean
of the temporal abstraction mechanism
[51, 59, 60].

Missing values issue
As we have seen in the above para-
graphs, having missing values is one
of the properties of medical data and it
reflects the situations of clinical care
due to the patients’ variability. Lin and
Haug proposed four approaches to deal
with missing values: use the data as it
is i.e. the algorithm used should sup-
port missing values like those proposed
by Ramoni et al. [29], impute the miss-
ing values, add an explicit value indi-
cating a missing value (for categorical
variables only) and add a new column
[48]. The treatment of variables hav-
ing missing values depends also on the
f inal objective of the data mining ap-
plication. Some studies remove vari-
ables having a high rate of missing val-
ues (>50% in [5]), other studies infer

the missing values [28, 48, 73]. Richards
et al., in a rule extraction problem, high-
lighted that keeping the features with an
important rate of missing values may not
be necessary because they might be im-
portant for rare cases [26].

Privacy and confidentiality issue
The patients’ data are collected to pri-
marily support clinical care for this
single patient [67]. When the data is
used for secondary purposes information
permitting to directly identify the patient
has to be removed from the dataset [67,
74]. Few studies talk about the manner
they handle the issue. Mullins et al. de-
identify the data according to the US
Health Insurance Portability and Ac-
countability Act (HIPAA) regulation
[25]. Goldstein et al. de-identif ied the
free-text reports during the pre-process-
ing step [36]. It is important to high-
light that there is a possibility to re-
identify individual patients, if required,
with a de-identif ied data and in oppo-
sition to anonymized data [30].

ii)   Vertical Transformation
As the clinical data mining objective is
to extract inherent knowledge in clinical
databases, case selection varies accord-
ing to the f inal objective of the study
and may need knowledge of the domain
such as in [5, 16, 17, 19, 25, 31, 33, 35,
40, 49, 53, 54, 64, 75, 76, 77]. The suc-
cess of clinical data mining depends on
a rigorous and documented sampling
strategy out of the concern of having a
reproducible process of the knowledge
extraction and its validity when applied
on new cases. García-Gómez et al., for
example, selected all patients having con-
f irmed musculoskeletal soft tissue tu-
mors in order to build a model grading
them into benign/malignant cases [17].
Chapman et al. selected reports of pa-
tients admitted at the emergency depart-
ment randomly [35].

Missing value issues
The problem related to missing values
can also be solved by removing cases
with missing values especially if the

data mining algorithm cannot handle
them [73]. When the data mining al-
gorithm can be applied even if missing
values are present, Bilska-Wolak and
Floyd showed that it is more benef i-
cial to leave them out [78]. Hripcsak
et al. highlighted that reducing the
analysis to only accurate and complete
records may also introduce bias in the
dataset [19]. However, missing values
can also be inferred with an analysis of
the data at hand like in [26] or f illed
by the data mining algorithm during
its application [32].

Outlier issues
Another characteristic of medical data is
the presence of outliers due to errors [61]
or simply rare cases. Even if the cases
selected for analysis should represent the
real world situation, outliers should be
removed because they introduce noise in
the dataset and may break the patient
privacy and confidentiality [30].

4.   Data Reduction and Projection
The number of variables in a dataset
ranges from 4 to more than 10’000.
Table 3 provides an overview of 25
datasets with respect to the number of
variables, cases, their type and their
origin. The variables in a created tar-
get dataset are based on the domain
knowledge. Computational eff iciency
is one of the concerns of data mining
and data mining researchers are influ-
enced by Occam’s Razor principle,
which can be interpreted as “simpler is
better”. If m variables can provide equal
or better results than n variables, where
m<<n, it is straightforward to use the
reduced dataset with m variables to re-
duce computational cost. Variable re-
duction may be needed by the data min-
ing algorithm: Autio et al., for example,
highlighted that the “basic” multilayer
perceptron provides worse results when
the number of variables was above a
certain threshold [73]. Data reduction
permits also to reduce ambiguous vari-
ables from the dataset [36]. For medi-
cal professionals, reducing the dataset
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Variables Cases 

Initial After 
reduction 

Initial After Pre-
processing 

Type Multiple  

Sources 

Papers 

4 2 279  S YES [42] 
4  7738  U  [82] 
5  76989  U  [44] 
5  17974  S  [58] 
7  582  S  [58] 
7  153619  S  [54] 
8  503  S YES [43] 
8  493  S YES [43] 
9  699  S  [62] 

12  530  S  [23] 
13  270  S  [62] 
14  4056  S  [58] 
16  671  S  [78] 
16  2402  S  [58] 
18  208  U  [39] 
21  101  S  [23] 
38  815  S  [28] 
38  815  S  [18] 

112  667000  S  [25] 
166 55 21000 3971 S YES [26] 
208  667000  S  [25] 
410 47 3857  S  [5] 
781 45 4358  M  [22] 

4000 1622 71753 19970 S  [30] 
11118  7620  U  [46] 

 

Table 3   Example of database characteristics showing the number of variables (initial and after reduction), cases (initial and after preprocessing,
database type (Structured S or Unstructured U or Mixed M), Data from multiple sources or not

Data mining function Papers 

Classification [5, 17, 18, 19, 28, 29, 31, 32, 34, 35, 36, 39, 41, 43, 44, 45, 48, 49, 
50, 55, 56, 58, 62, 68, 69, 70, 73, 77, 78, 81, 82, 97] 

Clustering [1, 31, 33, 76, 83] 

Temporal association rules [51, 59, 60, 86] 

Summarization  

• Association rules [22, 24, 36, 93, 101] 

• Rule extraction [25, 26, 27, 32] 

• Data visualization [20] 

• Feature selection [83] 

Dependency modeling [5, 16, 27, 28, 35, 46, 48, 49, 56, 61, 62, 64, 82, 84] 

Subgroup discovery [22, 42, 52] 

 

to the most important variables permits
to identify the most important factors
for a problem [5] and in their daily
practice, they perform ad-hoc variable
selection due to time pressure [5, 79].

Four approaches were proposed to
reduce the dimensionality of the dataset.
The first approach is to use an existing
knowledge source such as an ontology
or terminology such as SNOMED [19,
22]. The background knowledge source
provides, among others, weight of the
variables, their similarity for an aggre-
gation, constraints on the variables, etc.
The second approach is a subjective
method where the domain experts per-
form the feature selection [20, 42]. This
approach is applicable if the number
of initial variables is not high. Five
experts, for example, were interviewed
to obtain their judgment of the most
important variables [42]. The third ap-
proach uses data mining algorithms to
evaluate the predictive power of each
attribute or a combination of them [5,
69, 73]. In [73], the algorithmic results
were also validated by the domain ex-
pert. The fourth approach uses informa-
tion measures like the information gain
to select relevant features [26, 69]. This
last approach measures the importance
of each variable with respect to a spe-
cific target but it cannot detect the com-
bination effect of a subset of variables.

5.   Choosing the Function of Data
Mining
The objective of this step is to map the
initial objective onto a data mining
method. If the final goal of the data min-
ing application is variable selection, this
step is not included in the data mining
process except for the algorithmic-based
variable selection. Fayyad et al. provided
a list of data mining methods: classifica-
tion, regression, clustering, summariza-
tion, dependency modeling, change, and
deviation detection [80]. The following
paragraphs discuss the data mining func-
tion used with clinical data. An overview
of selected data mining functions found
in the literature is presented in table 4.

Table 4   Overview of data mining function found in the papers
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Classif ication is a supervised learning
whose goal is to f ind a mapping func-
tion from a set of variables to a target
discrete variable. It is the most popular
application of data mining found in the
papers especially for assistance in clini-
cal care. It was, for example, used to
improve diagnostic accuracy [17, 28, 49,
78, 81], to detect high-risk patients early
[41, 43, 44, 45, 77], and to extract con-
cepts in unstructured free-text data [35,
48, 82]. The classif ication may be a bi-
nary classification (the target variable has
two values) or a multi-class classif ica-
tion such as in [19, 24, 28, 39, 55, 56]
(613 classes in [19]). In a supervised
learning, when the target variable is con-
tinuous, the data mining method is called
regression (not to confound with classi-
f ication using logistic regression).
There were no papers dealing with re-
gression in our results set analyzed for
this article. There are classification al-
gorithms based on numerical distance
measures among cases and an issue may
rise with categorical data and a dataset
having missing values. Juhola and
Laurikkala proposed a new distance mea-
sure to f ix the issue for mixed-type
(quantitative and categorical) datasets
having missing values [18].

Clustering is unsupervised learning
of which the goal is to find interesting
structures in data to support clinical data
understanding or for assistance in clini-
cal care. Bernstein et al. use this data
mining function to reduce proprietary
antibiotic prescriptions in an emergency
department [76]. Chen et al. use this
function to categorize radiology infor-
mation to simplify data visualization
[1]. Jannin and Morandi use the clus-
tering function to group similar surgi-
cal procedures based on the patients’
characteristics [31].

Summarization is mainly used for
dataset understanding and comprises
association rules detection, rule extrac-
tion, data visualization and variable se-
lection (or feature selection). The as-
sociation rules f ind all frequent rela-
tionship among variables and the pat-
tern is represented in the form of
(A,B,C) where A, B and C are vari-

ables while formal rules extract asso-
ciations of conditions and a conclusion
and the pattern takes the form of “IF A
and/or B THEN C” [25, 26, 27, 32]. In
the rule pattern, each variable is evalu-
ated as a target or conclusion. The data
visualization summarizes information
using statistical properties of the data
[20]. The variable selection permits to
rank and select the most important vari-
ables by measuring their predictive
power (classif ication problem) with
respect to an outcome [83].

Dependency modeling consists of
f inding relationships in the variables.
Most of the studies implementing this
function have the objective to compare
the performance with other classifica-
tion functions [5, 27, 28, 35, 46, 49,
64, 82]. The main reason motivating
comparisons is to improve results ob-
tained in a previous study. Bayat et al.
used a dependency function to rank and
select important features associated with
a renal transplantation waiting list [16].
Richardson and Domingos tested the
incorporation of expert knowledge prior
to application of the function [84].

Change and deviation detection f inds
new signif icant changes in data. Very
few studies were found in this category.
Cohen et al., for example, approach the
classif ication of rare cases as a devia-
tion from a normal situation [85].

New data mining functions appear
in-between clustering and summariza-
tion. Atzmueller integrated background
knowledge to improve the association
rule extraction and called its function
subgroup discovery [22]. Dahlström et
al. also use expert knowledge but have
chosen a clustering function for sub-
group discovery [42]. Nannings et al.
use this function in order to identify
risk factors and determinants of hyper-
glycemia in the intensive care unit from
a subgroup of high risk patients [52].

Temporal data mining is a powerful tech-
nique to analysis time-stamped data. It
can be used, among others, for anomaly
detection such as in [59, 86], it can provide
deeper insight to clinical phenomenons
because it can model temporal associa-
tions between clinical variables [51, 60].

6.   Choosing the Data Mining Algo-
rithm and Search for Data Patterns
Harper highlighted that there is no best
data mining algorithm, the choice of the
algorithm depends on the variables and
the preference of the end-user [58]. De-
cision trees with C4.5, for example, are
preferred by some users due to the inter-
pretability of the extracted knowledge [5].
The choice of the algorithm to use de-
pends on the characteristics (width,
height, and quality of the variable val-
ues) of the cleaned and preprocessed
dataset, and the chosen data mining func-
tion. Both reflect the principal goal of
the study and the complexity of the al-
gorithm as detailed in the next section.
Neural networks, for example, cannot
handle large datasets, which is not the
case with SVM.

As shown in table 5, Bayesian classi-
f iers, neural networks, SVM, C4.5 and
K-nearest neighbor (KNN) are the most
frequently used algorithms for classif i-
cation due to their high performance. The
K-means algorithm is popular for clus-
tering purposes. We will not detail all
existing data mining algorithms. An easy
starting point to understand the function-
ality of major algorithms can be found
in [87] and they can be tested using the
WEKA8  data mining environment. As
the f inal consumers of the extracted
knowledge are the medical profession-
als, their main concern is the understand-
ability of the extracted knowledge and
not really the performance metrics. De-
velopment of algorithms providing un-
derstandability of the results and good
performance is really needed in the medi-
cal f ield. An example of such an algo-
rithm was proposed by Bennett et al.
when they combine SVM and decision
tree algorithm [88].

7.     Data Mining (Pattern Extraction)
This step concerns the application of
the data mining algorithm to the target

8 http://www.cs.waikato.ac.nz/ml/weka/ (available
online on the 31/01/2009)
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DM algorithm Papers 

Algorithm based on likelihood ratio [78, 81] 
Association Mining (AM) [25] 
Association rules [23, 100] 
Bayesian classifier [16, 27, 29, 48, 49, 61, 64] 
Naive Bayes [5, 56, 62, 82, 100] 
Beam search [22] 
Biased minimax probability machine (BMPM) [62] 
Boosting [36, 57] 
C4.5 [5, 24, 56, 57, 62, 82] 
Decision-fusion algorithms [45] 
Hierarchical clustering [31, 33] 
K-means [28, 31, 42] 
Clustering [31, 83] 
Decision rule [27, 28, 58, 77] 
Discriminant analysis [28, 58, 97] 
Linear discriminant [45] 
Frequent itemset mining [83] 
Genetic algorithm to adjust MCDA model [44] 
Inductive logic programming [27] 
Instance-based learner IB1 [5, 27] 
KNN [17, 18, 28, 56, 61] 
MORE (association rule algorithm) [24] 
Neural networks [17, 28, 45, 58, 66, 73, 97] 
Pattern Discovery (PD) [25] 
Predictive Analysis (PA) [25] 
Regression logistic [43, 58] 
Rule induction [27] 
Simulated annealing [26] 
SVM [17, 41, 55, 56, 66, 70, 82] 

 

dataset. Roughly, it has three optional
steps (parameter search, knowledge
extraction and evaluation of the knowl-
edge on a new dataset) depending of
the data mining function. Another con-
cern of the f inal consumer of the ex-
tracted knowledge is the generalization
of the extracted knowledge and the ap-
plication of the data mining algorithm
should be carried out in a rigorous
manner. The parameter of the search
process is detailed in the following
paragraphs, as it is not always docu-
mented in data mining papers.

Association rules, rule extraction and
data visualization algorithms do not
have parameters and this step does not
concern these functions. This is also
valid for subgroup discovery based on
association rules. For the clustering and
clustering-based subgroup discovery
functions, the parameters are estimated
on the whole data set. For the other
functions, the parameters are estimated
on a training set, which is a subsample
of the target dataset (the remaining ex-
amples will be used to validate the ex-
tracted knowledge). The parameter

search is typically computationally in-
tensive because a range of possible val-
ues of the parameters is scanned and
the algorithm is evaluated on each value
of the parameters such as in [42] and
[73]. Most often, the best parameters are
the ones providing the smallest error. The
best parameters should not only provide
a smaller error on the training set but
also a smaller error when it will be ap-
plied on new cases (generalization).

The training sample used during the
parameter search needs to be represen-
tative of the whole dataset for gener-
alization. Multiple training sets (noted
p) should be drawn randomly from the
target dataset [25, 28, 46, 73]. If the
number of cases is high, it is also inter-
esting to train and test the parameters on
subsamples of the training set, as using
only one subsample of the training data
to train and another one to test the pa-
rameters prevents training on some ex-
amples (test subsample of the training
set). An optimized approach to overcome
this limitation is cross-validation: the
training set is divided into k subsamples
and iteratively the parameter is trained
on k-1 subsamples and tested on the re-
maining subsample [5, 36, 46, 66, 73].

There are cases where the interest-
ing cases are underrepresented in a
dataset and where splitting the training
set may create a subsample without any
representation of the interesting cases.
To avoid this effect, each subsample of
the k folds should have the same ratio
of a target variable as in the training
set and this process is called stratif ied
cross-validation [28, 50].

When the value of k is equal to the
number of cases in the training set, the
process is called leave-one-out. It has
been shown that a repeated random se-
lection with replacement (bootstrapping)
may also provide better results, and it
was used in [61]. Once the best param-
eter found, it should be evaluated on the
validation set to obtain its generaliza-
tion performance.

The extracted knowledge is what is
obtained when applying the algorithm
(with the best parameters if applicable)
on the whole dataset, and can be used

Table 5   Overview of data mining algorithms found in the literature
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Performance metrics Papers 

Accuracy [5, 17, 23, 25, 26, 28, 31, 32, 46, 55, 
58, 64, 66, 82, 97] 

Chi-square [26] 
Clarity and precision of the display [20] 
Computing time [58] 
Confidence [100] 
Correlation [19, 79] 
Fitness function (number of attributes, number of covered examples  
covered i-th pattern that were covered by earlier patterns) 

[23] 

F-Measure [36, 56, 70] 
FN [32] 
FP [32, 66] 
Hosmer-Lemeshow C-statistic  [49] 
Lift [100] 
Linear logistic regression [89] 
LOO bootstrap sampling [78, 81] 
Mann-Whitney test for comparative study [73] 
Maximum sum (Max sensitivity + specificity) [62] 
Mean accuracy [73] 
Mean true positive rate [73] 
Negative predictive value [17] 
Optimal risk pattern [24] 
Overlap on errors [17] 
PGA comparison [42] 
Positive predictive value [17, 25] 
Precision [36, 46, 70, 98] 
Prescription of proprietary antibiotics reduction  [76] 
Prevalence for PA [25] 
Quality function (measures the interestingness of the subgroup) [22] 
Recall [36, 46, 70, 98] 
Relative risk (from epidemiology) [24] 
ROC [40, 45, 48, 49, 61, 78, 81] 
Root mean square error [73] 
Round-robin [81] 
Sensitivity [5, 17, 25, 26, 28, 35, 43, 44, 77] 
Specificity [5, 17, 25, 28, 35, 44, 77] 
Support [100] 
Time between query and order selection  [53] 
TP [66] 
T-test for comparisons [28] 

 

in routine practice. It can be used to
classify, predict, or rule out new clini-
cal cases.

8.   Evaluation and Interpretation
To interpret the extracted knowledge,
two types of approaches were identi-
f ied: an objective evaluation (quanti-
tative measure) and a subjective (quali-
tative) evaluation.

A multitude of quantitative evalua-
tion strategies were used, based on the
results obtained with the application of
the algorithm on p test sets (as def ined
in the previous section). Two papers
evaluated the results quantitatively with
respect to the deployment of the results
in routine [75, 76]. The most com-
monly used metrics are accuracy, sen-
sitivity, specif icity, the receiver oper-
ating curve characteristics (ROC
curves), precision, recall, f-measure, the
number of positive prediction, and the
number of false positives. A descrip-
tion of some of these measures can be
found in [27]. The application of these
evaluation metrics depends on the na-
ture of the data and most of the time
multiple measures are used to interpret
the data mining results. Pakhomov et al.,
for example, use simultaneously accu-
racy, recall and precision as metrics to
evaluate and interpret the results of an
early detection of patients with a high
risk of acute congestive heart failure [46].
However, recall was selected as the most
important indicator as it provides the ra-
tio of real high risk patients detected by
the data mining application. Table 6 pro-
vides a list of various quantitative evalu-
ation metrics. The def inition of most of
them can be found in the listed papers.

The subjective evaluations are most
of the time carried out by the domain
experts and are usually combined with
the quantitative indicator to evaluate the
results. Amongst others, we can cite the
comprehensibility of the results as a
qualitative measure [20, 58]; analysis
of the quality of the output [31, 45];
comparison of results obtained with a
baseline [36, 42, 44, 49, 89]; rating of

the results [19, 22, 90]. When multiple
experts are involved in the evaluation,
their agreement with the discovered
knowledge was also measured [66, 90].

There are situations where the re-
searchers have to compare algorithms

on one or more datasets in order to
choose the best one. In their works,
Harper et al. combined quantitative and
subjective performance metrics and
didn’t f ind any best classif ier when
comparing multiple classif iers on four

Table 6   List of quantitative metrics
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datasets according to their criterion (ac-
curacy, run-time speed, comprehensibil-
ity and ease of use of the algorithms)
[58]. In [17], accuracy and specif icity
were used to choose the best classif ier
for soft tissue tumor classif ication. In
[56], the F-measure was used to com-
pare classifiers for textual clinical docu-
ments. However, researchers should pay
attention to the metrics to use during
these experiments: Diettrich, for example,
provided the best statistical tests to use
when comparing classif iers on one
dataset [91] and Demsar proposed the
best statistical test to use when compar-
ing classifiers on multiple datasets [92].

9.   Use of the Discovered Knowledge
Most of the papers considered in this
review are exploratory studies of data
mining applications on clinical data.
Some studies provide new hypothesis
for medical research [5, 24, 25, 26, 54,
93]; the others conf irm already estab-
lished knowledge [5, 16]. The ranking
of the attributes was one of the impor-
tant contributions of the use of data
mining for important variable selection
[16]. The use of the discovered knowl-
edge in clinical routine is still low and
its adoption by medical professionals
is not followed-up even if the results
are patent [1, 75, 76]. One application
was used for educational purpose [47].

Discussion and Conclusions
The results presented in this paper have
their limitations especially with respect
to the terms used to query MEDLINE.
We may also have missed important
aspects of the data mining process as
we uniquely based our literature re-
view on the framework proposed by
Fayyad in 1996.

Data mining is a complex process
including intensive manual and com-
putational tasks. The main vocation of
a healthcare organization is to provide
individualized patient care, not to col-
lect data f it for mining. There are there-

fore many challenges in order to stream-
line clinical data mining in order to find
interesting and valid knowledge from the
accumulated clinical data. Collection of
medical data related to a defined goal is
still difficult even in this era of data ex-
plosion. Sharing clinical data as bench-
mark datasets is a useful attempt for clini-
cal methodological data mining and al-
gorithm developers but patient privacy
and confidentiality may hinder this ef-
fort. The use of unstructured data to com-
plete the sparse clinical data is benefi-
cial even if much effort is needed with
respect to clinical data coding.

Important progress has been achieved
over the last decade, since the early years
of clinical data mining: classification for
assistance in clinical care is now the main
application of clinical data mining, and
clinical data miners are not only imple-
menting existing algorithms but use
methodological approaches and develop
new algorithms suitable for clinical data.

However, some problems related to
the generalization and reproducibility
of the knowledge extraction process still
need to be fixed: characteristics of vari-
ables used in studies should be better
documented as these are important to
reproduce the results in other clinical
centers. Similarly, the parameters used
during the pattern extraction process need
to be reported systematically. Interpret-
ability of the results is important in the
medical domain and an implementation
of algorithms providing easily interpret-
able results needs to be carried out sys-
tematically before using black-box al-
gorithms even if they are known to pro-
vide better results. A comparison with
traditional statistical analyses should be
carried out to show the data mining ef-
fectiveness, in order to convince f inal
users of the knowledge who are mainly
medical practitioners. As a conse-
quence, strong statistical tests need to
be carried out to draw any conclusion.

Currently, there is a trend of creat-
ing healthcare networks at regional, na-
tional, and even international levels. It
is a great opportunity for clinical data
miners because acquiring relevant data
for a specif ic clinical problem may

become easier. The underlying effort with
respect to data interoperability permits
to integrate data from different sources.

At the same time, the promising re-
search in the genomics, proteomics and
physiomics fields [41, 94] will increase
the complexity of the datasets. More
than the size of data to be analyzed, the
relational multiplicity of the data may
cause problems. Algorithmic develop-
ment such as those proposed in [45] and
computational infrastructures to handle
the combination of these data for a data
mining application will be the next chal-
lenge on clinical data mining [95].

As stated above, unstructured data
such as those contained in free-text re-
ports are rich in information. Selection
of relevant unstructured data in the con-
text of an integrated healthcare setting
may be problematic. Exploitation of
semi-supervised data mining functions
may help. Much progress has already
been achieved in this area but there are
few applications in the medical domain.
The temporality, dynamic, and contex-
tual aspects of data collected in a clini-
cal context are rarely exploited by data
mining researchers [79, 96]. As Stacey
and McGregor pointed out in [12], there
is a lack of interaction between the data
mining and data abstraction research-
ers. The initiatives of the IDA-DM
working group to promote and dissemi-
nate scientific results from both domains
will push forward on this direction.
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