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ABSTRACT
Medical image data is produced in ever–increasing quantities
and varieties. The digital production of these data makes
them accessible for further automatic analysis and process-
ing. Whereas automatic analysis is fairly common in the
text domain, analysis of medical images in large quantities
and in a large variety is a relatively new discipline. Compu-
tational limits are often restricting the possibilities to ana-
lyze the large amounts of data produced automatically. Grid
computing opens new possibilities to use an intra–hospital
computing infrastructure for research projects.

This article describes the griddification of a content–based
image retrieval system called the GNU Image Finding Tool
(GIFT). The goal of this study was to show the potential
of grid computing and the benefits for the medical applica-
tions from the available grid computing power. We use the
ARC (Advance Resource Connector) middleware to benefit
from the distributed computing power available through the
KnowARC research project funded by the European Union.

The feature extraction part of the GIFT was griddified. A
hospital grid concept is introduced. Grid performance was
measured with a real griddified system for and several job
submissions. Grid computing has the potential to help com-
puter science researchers in medical institutions to better use
an existing infrastructure. Our results show that particu-
larly computationally–intensive tasks such as the extraction
of visual features from large image databases can be per-

formed much faster. This allows to explore more complex
feature spaces and also larger image datasets.

Categories and Subject Descriptors
H.3.1 [Information search and retrieval]: Indexing meth-
ods; J.3 [Life and medical sciences]: Medical information
systems

Keywords
content–based image retrieval, medical image retrieval, grid
computing

1. INTRODUCTION
Modern radiology departments are increasingly becoming
digital, and at the same time the amount of data produced
is rising [30]. As images are an important part of the di-
agnostic process, many medical imaging applications have
been developed over the last 20 years to help medical doc-
tors in the analysis of the images. Most applications have
concentrated on one very specific sort of images, anatomic
region, and often one disease [27]. Content–based medical
image retrieval in general had the goal to allow for retrieval
of similar images or cases over very heterogeneous image
collections [29, 20, 24] to help the diagnostic process. With
modern radiology departments routinely producing tens of
thousands of images per day [25], it became apparent that
infrastructures are required to tread this extremely large
amount of data.

1.1 Grid
Grid technologies are one approach to make computing power
available to large–scale research projects [12]. Often, the
goal is to have a very large number of resources in various
locations that can be shared for computationally intensive
tasks. Many different technical approaches have been pro-
posed to grid computing. The roots of grids can be traced
back to the late 1980s [19]. Large and complex frameworks
such as Globus [11] appeared in the late 1990s and created



a basis for further middleware developments. Currently, a
large number of grid related middleware are in routine use,
for example gLite, UNICORE [26] and ARC (Advance Re-
source Connector) [7].

1.2 Medical Imaging Grid
Grid computing in the health domain was fostered by the
healthGrid1 initiative in 2002. The conferences of this initia-
tive developed several white papers and a road map for grids
in the life sciences [4, 3]. As medical imaging applications
are some of the potential problems in health domain, many
countries investigated in medical imaging in grid research
projects, such as the MEDIGRID 2 program and AGIR 3

project in France, the Clinical e-Science Framework (CLEF)
4 in UK, the GEMSS 5 project and MediGRID project in
German 6, the Biomedical Informatics Research(BIRN) 7

project in USA, the medGrid 8 in Japan and MIGP 9 in
China etc. The workshop report [1] of e-Science Institute in
2003 provide an overview of some exiting medical image grid
projects and future directions in USA and in Europe. Us-
ing grid to enable medical imaging applications has lately
become a hot topic worldwide. Many grid–based medical
imaging projects run by grid community focus on compo-
nent development using existing grid platforms [15]. Their
goals are usually to bridge the gap between grid and medical
imaging, by adapting medical imaging standards [6, 17, 8],
analyzing the legal issues of privacy [16] and developing spe-
cific modules for security purpose [10], providing web service
components [9, 31], etc. Other projects in medical imaging
community concentrate on compute–intensive problems, due
to either the high complexity of image analysis [2], or the
massive data to treat [13]. Most of these applications also fo-
cus on using large available clusters mainly from the physics
domain or from Universities for the processing, rarely look-
ing directly at the needs of clinical centers, which reduces
the technology uptake in this sector.

1.3 Motivation
In the University and hospitals of Geneva a grid project
started in 2002 to identify challenges for grid technology in
hospitals [23]. Goal was to employ grid technology to use the
large number of desktop computers inside hospital (6’000 in
case of the Geneva University hospitals) as a resource for
research projects. Most hospitals do not have any research
computing infrastructure and no personnel to maintain such
a potential internal infrastructure. On the other hand such
an infrastructure could limit the security problems closely
linked to medical data. First concrete steps for such an
infrastructure were presented in [25]. Several other authors
propose the use of grid infrastructures for medical image
retrieval with varying architectures [21, 14, 5, 18].

This paper addresses the challenges mentioned above and

1http://www.healthgrid.org/
2http://www.creatis.insa-lyon.fr/MEDIGRID/
3http://www.aci-agir.org/
4http://www.clef-user.com/
5http://www.it.neclab.eu/gemss/
6http://www.medigrid.de
7http://www.nbirn.net/
8http://www.medgrid.org
9http://211.69.198.202:8080/medicalimage/jsp/index.jsp

describes our approach for medical image retrieval using a
grid infrastructure. Section 2 describes the methods used
for our implementation. Section 3 presents the grid deploy-
ment infrastructure and architecture of the griddified sys-
tem, together with initial test results. Finally, a discussion
concludes this paper.

2. METHODS
This section describes the medical image search engine used
for our research and the environment in which the griddifi-
cation was performed.

2.1 Operating system
The vast majority of computers in the Hospitals of Geneva
are using Windows as their operating system. The software
management of the Windows machines is uniform and soft-
ware distribution for all users is centralized. So far, Linux
has only been used on research machines and as a server
operating system. The ARC middleware, like many other
scientific computing software, requires Linux as a host sys-
tem. For our internal computing needs we created virtual
machines using VMware10 (Virtual Machine Ware) on our
windows machines to install a Linux environment for testing
the client middleware.

2.2 Network environment
The network policies inside the hospitals set strict constraints
for the deployment of a grid infrastructure. The network ad-
dresses inside the Geneva hospital are distributed by using
the Dynamic Host Configuration Protocol (DHCP) to assign
IP (Internet Protocol) addresses based on the address of net-
work card (MAC address, Media Access Control). A very
restrictive firewall blocks all traffic to the outside world and
only allows single ports to be opened selectively between two
defined machines. To test our routines on the KnowARC11

project resources we used two servers on the University net-
work that we had access to from inside the hospitals.

2.3 The GNU Image Finding Tool
The griddification is based on the GNU Image Finding Tool
(GIFT)12. In order to retrieve images similar to an example,
the entire collection of images needs to be indexed, meaning
that visual features need to be extracted to represent each
image. More on the GIFT can be found e.g. in[28]. Because
of computational limitations, the features of GIFT are ex-
tremely simple color and texture features that compute very
fast (1-2 seconds per image). Still, for very large collections
this can take hours or even full days.

2.4 Dataset used
For this study we used a dataset made available by the Im-
ageCLEF13 medical image retrieval task[22]. ImageCLEF
is part of the Cross Language Evaluation Forum (CLEF),
which is a forum for benchmarking information retrieval re-
search. This database contained 50’000 images in 2005 and
2006 and almost 70’000 images in 2007. The dataset of
the ImageCLEFmed 2007 retrieval task containing in total

10http://www.vmware.com/
11http://www.knowarc.eu/
12http://www.gnu.org/software/gift/
13http://www.imageclef.org/



Figure 1: The basic architecture for the griddified

application.

66’735 images was used to test the computation performance
described in this article. These images are located in a server
which hosts our grid client and is accessible from our desk-
top machine. In principal the features of every image can
be calculated in parallel and independently of other images.
In our scenario, we group the images in blocks of 500–1000
to be computed on the same node.

3. RESULTS
This section describes the main outcome of a first pilot study
for grid deployment in the University Hospitals of Geneva.

3.1 Application architecture
An important point for application developers is the sim-
plicity of modifying an existing application for using grid
resources, which are usually run in batch jobs. A grid mid-
dleware is usually fairly complex to configure as it relies on
a large number of components that need to be configured
properly for optimal use. One solution is to use a relatively
lightweight middleware client with the least possible config-
uration and to re–group the various parameters to automate
part of the configuration. In Figure 1 we present the basic
architecture for our griddified image retrieval application.

One significant challenge is to provide an easy interface to
manage the jobs running on the grid. In our solution, we
emphasize the existence of a local job manager. Many mid-
dleware use global job managers to provide the job state
and execution details for all the jobs running on the grid at
a certain moment. This allows a user to interrupt, restart,
or re–submit jobs. This kind of interface is often preferred
by system administrators as all the information linked to a
single cluster is visible and configurable. However, the users
do not always get the maximum benefit from such a situa-
tion. Users are often more interested in their jobs related to
a particular application. For the users, the manual control
of the grid job execution is an overhead.

A local job manager (JM) concentrates on the jobs submit-
ted for a single application session. It collects information by
communicating with the global information system to avoid
a duplication of work. No job execution details are gener-
ally provided, and job state information is available through
a simple interface. No configuration is expected from the

Figure 2: The infrastructure for the cluster deploy-

ment.

user for tasks such as optimization of resource usage, re–
submission of jobs, and work directory cleaning. This re-
duces complexity and hides many details from the users and
from the developers. The ARC community provides such a
grid JM called GridJM14.

Another important aspect is that feedback presented to the
users needs to be intuitive. The output (especially error
codes) from a grid middleware is often clear for experts but
hard to understand for unexperienced users. Application
users do also often not want to deal directly with the details
of grid technology. To hide all the details of a grid middle-
ware and to provide suitable messages based on the user’s
knowledge is important.

3.2 Deployment infrastructure
To exploit the desktop resources in the hospitals it is impor-
tant to address several security issues. To protect the data
from being read by unauthorized persons the resources used
for computing are strictly separated from the host environ-
ment. Figure 2 shows a virtual network setup to enable grid
connectivity. All the machines in blue are virtual machines
providing CPU, memory, and disk space. The free version
of VMware Server is used in our tests.

3.3 Comparison of computation speed
The deployment of a local grid inside the Hospitals requires
the collaboration with the responsible network administra-
tors in the Hospitals. The first tests were performed with
resources of the KnowARC project to avoid any security
problems A virtual organization of 37 CPUs was used to
simulate the resources available as well on a local grid. In
Table 1 a comparison is shown between a single dedicated
server (2xDualcore Xeon 2 GHz, 4 GB RAM, 700 GB disk)
and with the use of the KnowARC grid.

The total time listed corresponds the time required by GIFT

14http://www.tcs.hut.fi/˜aehyvari/gridjm/
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extraction of 1000 images.



Table 1: Comparison of computing times between a

dedicated server and a small grid.

Server Small Grid
number of CPUs 4 37
total time 709.1 min 536.6 min

to finish the indexation for the entire ImageCLEFmed database
containing almost 70’000 images.

To better understand the bottlenecks, a time analysis for
each submitted job is shown in Figure 3. In total 54 jobs
are submitted and the identifier of job is created according
to the order of submission. Each job takes in charge of
extracting the features of 1000 images. Three parameters
are evaluated for each job:

• The executing time is the time actually used for com-
putation;

• The waiting time is the time lost before the actual
computation starts (scheduling, queuing, security op-
erations, and transfer of inputs and outputs);

• total time is the real time spent on grid.

Figure 3 shows that executing time for each job is in range
from 40 to 60 minutes. As each job treat the same quantity
of images with the same algorithm, the variance of executing
time is due to variety of computing resource capacity. The
variance of waiting time can be divided into three parts.
At the beginning of job submission (id from 0 to 10), there
is a big variance of waiting time, which is related to the
initialization phase of the local job manager. During this
period, the average of waiting time is around 10 minutes per
job. Longest observed waiting time of 23 minutes, almost
equals to 50% of job executing time. After this period, with
the information collected, the local job manager started to
make observable optimizations. The waiting time for jobs
with id from 11 to 30 are all under 5 minutes. From id 35,
all the waiting times of jobs varied strongly, and became
much more longer. Considering the available resources are
only 37 CPU, this waiting time increase might come from
the saturation of the available resources.

4. DISCUSSION
This article describes an approach to griddify a medical im-
age retrieval application. An architecture is described to
use computing resources available inside the Hospitals for
computation, using a virtualization–based approach for in-
stalling Linux on standard Windows desktops in the Geneva
University Hospitals. First tests show that the computation
time can be reduced and bottlenecks come from two parts:
job re–submissions and resource limitation. Frequent job re–
submissions only appeared at the beginning, and with auto-
matic optimization strategy these disappeared rapidly. Usu-
ally job re–submission should not take long time. However,
in our test the data transfer to distant resources created a
significant time loss. Each job submission (re–submission)
has to transfer a package of 1000 ppm images having size
around 150MB. All these transfers happened from a single

machine in Geneva. As the partners are in several countries,
and sometimes with only slow connection to Switzerland,
this has a slowing effect on the execution. In Finland, the
same test with powerful local resources based on the same
technology showed to improve computation times by a factor
of almost 10. The latency problems should disappear with
the use of local resources, so much stronger improvements
are expected here. Such an available computing infrastruc-
ture for research can help developing new and more complex
features as well as keep up with the strong data production
and start indexing a large part of medical images produced
daily.
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M. Niinimäki, O. Smirnova, and A. Wäänänen.
Advanced resource connector middleware for
lightweight computational grids. Future Generation
computer systems, 23(2):219–240, 2007.

[8] S. G. Erberich, J. C. Silverstein, A. Chervenak,
R. Schuler, M. D. Nelson, and C. Kesselman. Globus
medicus – federation of dicom medical imaging devices
into healthcare grids. In Healthgrid 2007, pages
269–278, Geneva, Switzerland, April 2007.



[9] I. Espert, V. Garcaa, and J. Quilis. An ogsa
middleware for managing medical images using
ontologies. The Journal of Clinical Monitoring and
Computing, 19(11):295–305, October 2005.

[10] J. Fingberg, M. Hansen, M. Hansen, H. Krasemann,
L. L. Iacono, T. Probst, and J. Wright. Integrating
data custodians in ehealth grids - a digest of security
and privacy aspects. In GI Jahrestagung, volume 1,
pages 695–701, Dresden, Germany, October 2006.

[11] I. Foster and C. Kesselman. Globus: A metacomputing
infrastructure toolkit. The International Journal of
Supercomputer Applications and High Performance
Computing, 11(2):115–128, Summer 1997.

[12] F. Gagliardi, B. Jones, M. Reale, and S. Burke.
European datagrid project: Experiences of deploying
a large scale testbed for e-science applications. In
M. Calzarossa and S. Tucci, editors, Performance
Evaluation of Complex Systems: Techniques and
Tools, Performance 2002, Lecture Notes in Computer
Science, pages 480–500. Springer–Verlag, 2002.

[13] C. Germain, V. Breton, P. Clarysse, Y. Gaudeau,
T. Glatard, E. Jeannot, Y. Legre, C. Loomis,
J. Montagnat, J. Moureaux, A. Osorio, X. Pennec,
and R. Texier. Grid–enabling medical image analysis.
Journal of Clinical Monitoring and Computing,
19(4–5):339–349, October 2005.

[14] K. Hassan, T. Tweed, and S. Miguet. A
multi-resolution approach for a content-based image
retrieval on the grid. application to breast cancer
detection. Methods of Information in Medicine,
44:211–214, February 2005.

[15] R. A. Heckemann, T. Hartkens, K. K. Leung,
Y. Zheng, D. L. G. Hill, J. V. Hajnal, and R. Daniel.
Information extraction from medical images:
Developing an e-science application based on the
globus toolkit. In Proceedings of UK e-Science All
Hands Meeting 2003, Nottingham, UK, September
2003.

[16] J. Herveg. Does healthgrid present specific risks with
regard to data protection? In Healthgrid 2007, pages
219–229, Geneva, Switzerland, April 2007.

[17] H. Jin, A. Sun, Q. Zhang, R. Zheng, and R. He. Migp:
Medical image grid platform based on hl7 grid
middleware. In Advances in Information Systems, 4th
International Conference, ADVIS 2006, Lecture Notes
in Computer Science, pages 254–263, Izmir, Turkey,
October 2006. Springer.

[18] H. Jin, A. Sun, R. Zheng, R. He, Q. Zhang, Y. Shi,
and W. Yang. Content and semantic context based
image retrieval for medical image grid. In 8th
IEEE/ACM International Conference on Grid
Computing(GRID 2007), pages 105–112, Austin,
Texas, USA, September19–21 2007. IEEE.

[19] M. Litzkov, M. Livny, and M. Mutka. Condor — a
hunter of idle workstations. In Proceedings of the 8th
international conference on distributed computing,
pages 104–111, San Jose, California, USA, June 1988.

[20] H. J. Lowe, I. Antipov, W. Hersh, and
C. Arnott Smith. Towards knowledge–based retrieval
of medical images. The role of semantic indexing,
image content representation and knowledge–based
retrieval. In Proceedings of the Annual Symposium of
the American Society for Medical Informatics (AMIA),
pages 882–886, Nashville, TN, USA, October 1998.

[21] J. Montagnat, V. Breton, and I. E. Magnin.
Partitioning medical image databases for
content–based queries on a grid. International Journal
of Supercomputer Applications, 44(2):154–160, 2005.

[22] H. Müller, P. A. Do Huang, A. Depeursinge,
P. Hoffmeyer, R. Stern, C. Lovis, and A. Geissbuhler.
Content-based image retrieval from a database of
fracture images. In SPIE Medical Imaging, 2007.

[23] H. Müller, A. Garcia, J.-P. Vallée, and A. Geissbuhler.
Grid computing at the university hospitals of geneva.
In Proceedings of the 1st healthgrid conference, pages
264–276, Lyon, France, January 2003.

[24] H. Müller, N. Michoux, D. Bandon, and
A. Geissbuhler. A review of content–based image
retrieval systems in medicine – clinical benefits and
future directions. International Journal of Medical
Informatics, 73:1–23, 2004.

[25] H. Müller, M. Pitkanen, X. Zhou, A. Depeursinge,
J. Iavindrasana, and A. Geissbuhler. Knowarc:
Enabling grid networks for the biomedical research
community. In Healthgrid 2007, pages 261–268,
Geneva, Switzerland, April 2007.

[26] M. Romberg. The unicore grid infrastructure.
Scientific Programming, 10(2):149–157, 2002.

[27] C.-R. Shyu, C. E. Brodley, A. C. Kak, A. Kosaka,
A. M. Aisen, and L. S. Broderick. ASSERT: A
physician–in–the–loop content–based retrieval system
for HRCT image databases. Computer Vision and
Image Understanding (special issue on content–based
access for image and video libraries), 75(1/2):111–132,
July/August 1999.

[28] D. M. Squire, W. Müller, H. Müller, and T. Pun.
Content–based query of image databases: inspirations
from text retrieval. Pattern Recognition Letters
(Selected Papers from The 11th Scandinavian
Conference on Image Analysis SCIA ’99),
21(13–14):1193–1198, 2000. B.K. Ersboll, P. Johansen,
Eds.

[29] H. D. Tagare, C. Jaffe, and J. Duncan. Medical image
databases: A content–based retrieval approach.
Journal of the American Medical Informatics
Association, 4(3):184–198, 1997.

[30] M. W. Vannier, E. V. Staab, and L. C. Clarke.
Medical image archives – present and future. In H. U.
Lemke, M. W. Vannier, K. Inamura, A. G. Farman,
and J. H. C. Reiber, editors, Proceedings of the
International Conference on Computer–Assited
Radiology and Surgery (CARS 2002), pages 565–576,
Paris, France, June 2002.



[31] H. Zhang, W.-h. Guan, and H.-b. Zeng. Application of
ogsa-dai in medical image grid. Acta Scientiarum
Naturalium Universitatis Sunyatseni,
44(Sup.2):122–124, November 2005.


