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Abstract

Invariance to local rotation, to differentiate from the global rotation of images and objects, is required in
various texture analysis problems. It has led to several breakthrough methods such as local binary patterns,
maximum response and steerable filterbanks. In particular, textures in medical images often exhibit local
structures at arbitrary orientations. Locally Rotation Invariant (LRI) Convolutional Neural Networks (CNN)
were recently proposed using 3D steerable filters to combine LRI with Directional Sensitivity (DS). The
steerability avoids the expensive cost of convolutions with rotated kernels and comes with a parametric
representation that results in a drastic reduction of the number of trainable parameters. Yet, the potential
bottleneck (memory and computation) of this approach lies in the necessity to recombine responses for a set
of predefined discretized orientations. In this paper, we propose to calculate invariants from the responses
to the set of spherical harmonics projected onto 3D kernels in the form of a lightweight Solid Spherical
Energy (SSE) CNN. It offers a compromise between the high kernel specificity of the LRI-CNN and a
low memory/operations requirement. The computational gain is evaluated on 3D synthetic and pulmonary
nodule classification experiments. The performance of the proposed approach is compared with steerable
LRI-CNNs and standard 3D CNNs, showing competitive results with the state of the art.
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1 Introduction

The translation equivariance of the convolution operator is greatly exploited in Convolutional Neural Net-
works (CNNs), as particularly adapted to grid-like data analysis. Rotation equivariance/invariance, originally
approximated by data-augmentation in CNNs training, has recently been extensively studied using group the-
ory [Andrearczyk and Depeursinge, 2018, Cohen and Welling, 2016, Winkels and Cohen, 2018]. The Group
equivariant CNNs (G-CNN) uses rotated versions of the filters with right angle rotations in 2D [Cohen and
Welling, 2016] or 3D [Winkels and Cohen, 2018]. Rotation invariance is then obtained by pooling across
orientations. This network architecture with both spatial and orientation weight sharing showed promising re-
sults in the analysis of pulmonary nodule detection [Winkels and Cohen, 2018]. Results on the 3D textures
classification [Andrearczyk and Depeursinge, 2018], however, suggested the use of a finer rotation sampling.
Note that G-CNNs are adapted to equivariance with respect to finite subgroups of the rotation group. While an
arbitrary sampling of rotations can be used in 2D [Bekkers et al., 2018], the number of 3D finite rotation groups
is limited [Winkels and Cohen, 2018]. Steerable filters were used in 2D CNNs [Weiler et al., 2018b] [Worrall
et al., 2017] to obtain rotation invariance from an arbitrary number of rotations without the need of convolving



the input with all rotated version of the filters. Recently, 3D steerable CNNs were developed in [Weiler et al.,
2018a] with general architectures to implement the global equivariance to rotations. Besides, a related work
was proposed in [Eickenberg et al., 2017], where spherical harmonics energy is used as a source of rotation
invariance in the context of scattering transform.

In the above approaches, global rotation equivariance is maintained throughout the network, while invari-
ance is obtained by pooling over the orientations after the last convolution layer. This global rotation invariance
is fundamental in various computer vision applications such as objects recognition with arbitrary orientations.
Some images, however, are composed of textures with well-defined local structures at arbitrary orientations.
Computed Tomography (CT) and Magnetic Resonance Imaging (MRI), for instance, may exhibit diverse tis-
sue alterations [Gatenby et al., 2013] with specific visual signatures including blobs and intersecting surfaces.
These local low-level patterns are generally characterized by discriminative directional properties (e.g. com-
posed of edges) and are repeated at arbitrary orientations (see example in Figure 1). These two properties

Figure 1: Examples of directional local patterns (collagen junctions) occurring at various arbitrary orientation
in lung CT images.

require using image operators that can combine Directional Sensitivity (DS) with Local Rotation Invariance
(LRI) as defined in [Andrearczyk et al., 2019]. While local operators sensitive to directional features are re-
quired to avoid mixing blobs, edges and ridges, DS is often antagonist to the notion of rotation invariance. A
convolutional operator, for instance, is equivariant to rotations if and only if the filter is isotropic, thus insen-
sitive to directional patterns. To this end, more complex operators have been designed to combine LRI and
DS including MR8 [Varma and Zisserman, 2005], Local Binary Patterns (LBP) [Ojala et al., 2002], 3D Riesz
wavelets [Dicente Cid et al., 2017] and Spherical Harmonic (SH) invariants [Depeursinge et al., 2018].

The work in [Andrearczyk et al., 2019] exploited the steerability of SHs to obtain a 3D CNN architecture
which combines DS and LRI. This is achieved with an arbitrarily fine rotation sampling and controlled operator
support by steering convolutional responses to a set of SHs. The rotation invariance is then realized by a max-
pooling across all the orientations. In this paper, we propose an alternative to this approach by calculating
invariants in the form of Solid Spherical Energy (SSE) obtained after projecting local data neighborhoods
onto solid SH kernels. As opposed to steerable kernels, the SSE invariants obviate the need for SH response
recombinations for a set of discretized orientations as performed in [Andrearczyk et al., 2019], which results
in a drastic reduction in terms of GPU memory and operations. Note that it is also an advantage over the 3D
G-CNN approach that requires the computation of response maps for every rotated versions of the filters, before
performing a max-pooling operation over the orientations. The proposed 3D SSE-CNNs can be trained end to
end, learning various radial supports to the SHs that extract informative features characterizing the analyzed
3D textures.

2 Methods

Images are described as analog functions from R3 to R. We use spherical coordinates with p = 0 the radius, 6 €
[0, ] the elevation angle, and ¢ € [0,27) the azimuthal angle. Working over a continuum allows us to consider
the complete space of 3D rotations SO(3) when rotating an image I. We discuss the practical discretization of
our continuous-domain framework in Section 2.2.



2.1 Invariants from Solid Spherical Energy

We aim at defining locally rotation invariant texture operators ¢ that are able to capture the local directional
information from the image I : R®> — R [Depeursinge and Fageot, 2018]. Our strategy is to use SHs for their
ability to produce spectral invariants when combined within a fixed degree 7, referred to as Solid Spherical En-
ergy (SSE) in the following. This allows combining LRI and DS, which are known to be antagonist in simple
linear convolutional designs [Andrearczyk et al., 2019, Depeursinge et al., 2018].

Spherical harmonics. The family of SHs is denoted by (Y}, ;) where n = 0 is the degree and m € {—n,---, n}
is the order. The formal definition can be found for instance in [Driscoll and Healy, 1994]. For our purpose, it is
sufficient to know that the SHs form an orthonormal basis of the square-integrable functions on the 2D sphere.
Moreover, for any rotation R € SO(3), the rotated SH Y}, ,,(R-) can be expressed as a linear combination of the
other SHs of the same degree n as

Yom@®)= Y Dygrlm,mYy . (1)

m'=—n

The matrix D, g € C@"D*2n+D) jg called a Wigner D-matrix. It can be computed in closed form and is uni-

tary [Varshalovich et al., 1988]. In particular, for any vector ¢ € C2"*1 we have that IDyrell = licll (norm
preservation). We consider finitely many degrees, N = 0 being the maximal degree (equivalent to a maximal
frequency), resulting in ZI,,\[:O(Zn +1) = (N +1)? SHs of degree up to N.

Radial profiles and the SSE response maps. The SHs (Y, ;) are defined on the 2D sphere and then mod-
ulated by a trainable radial support & to produce a 3D filter hY,, ,,, = h(p) Yy, m(0,¢). After convolution with
the image I, the responses [ * hY}, ,, with m = —n, -+, n contain the spectral information of degree n, which is
used to define the texture operator ¥%,, as

n
Guilbx) = Y (I * Y ) ()% 2)

m=—n

Let us study the desirable properties of %, in the following. At a fixed spatial position x € R3, the projection
(I*hYym)(x)=(hY, m, [(x—")) measures the correlation! of hYy, m with I at x.

Eq. (2) defines an operator with perfect rotational invariance (see Proposition 1 below), while being sensitive
to directional information via spherical frequencies of degree n > 0. We call ¥,{I} the SSE response map of
degree n of I.

Invariance of the SSE response maps. We have the following invariance properties of %,,. For an in-depth
discussion about the invariance and equivariance properties of texture operators, see [Depeursinge and Fageot,
2018].

Proposition 1 The SSE response maps are equivariant to rotations and translations as follows

G lI(-—x0)} =941} (-—x9)  forany xy € R, (3)
G, {I(Ro)} =%, {I}(Rg))  for any Ry € SO(3). (4)

In addition, 94, is locally rotation invariant in the sense that, if h(p) =0 for p > po, then 4,{J}(x) = G,{1}(x) if
] is obtained from I by locally rotating an object of radius less than pgy around x.

Proof 1 Given a filter g (e.g. g = hYy,m), from the relation (I(-— xp) * g)(x) = (I * g§)(x — xp), we deduce that
Gl —xp)}(x) =X (I *hYy ) (x —x0)|? = 9,{I}(x — x0), which is (3). Now, using that (I(Rg*) * 8)(x) =

lStrictly speaking, it is the correlation of hYy », with I(—-), I being real valued.



(I* gRy1)) (Rox) and (1), we have

n
Gu{IRo)}®) = Y. (I * (hYpm(Ry" ) Rox)|?
N 2

n
= Z Z Dn,Ral[m,m’]([*hYn’m,)(ROx) . (5)

m=—-n|\m'=-n

Now, the Wigner D-matrix being norm-preserving, we have that Y, leml?2 =X ml XD nR;! (m, m']cpy|? for any
c=(c_p,...,Cpn). Applying this relation to c,, = (I % hYy, ;) (Rox), we deduce (4) from (5). Finally, as developed
in [Andrearczyk et al., 2019], the LRI is a consequence of the equivariance to rotations and translations.

Radial sensitivity and learning. We used a single radial profile h in the above. One can refine the radial
sensitivity of the method by defining SH response maps %, ; {1} for various channels i € {1---C} associated with
various radial profiles h;. Typically, we use h; with a spatial support located in the area G = {x € R3, ||x|| < po},
where pg > 0 is fixed, giving C texture operators for each degree n that are locally rotation invariant in the
sense of Proposition 1. In total, the method yields C- (/N + 1) response maps. In practice, the radial profiles are
learned via backpropagation to optimize the considered image processing task. The specificity of the method
is, therefore, to use the handcrafted spectrum-based framework of [Depeursinge et al., 2018] in a learning
framework similar to [Andrearczyk et al., 2019].

2.2 Discretization

The radial profiles h;, and consequently the modulated SHs h;Y,, ,,, have a compact spherical support G =
xRS |x| < po}. For each output channel i, we consider the voxelization of the radial profile h;(p) as
in [Andrearczyk et al., 2019]. The size of the support of the voxelized version is linked to the radius py of
the filter in the continuous domain and the level of voxelization. The values of the k;Y,, ,,, over the continuum
is deduced from the discretization using linear interpolation as detailed in [Andrearczyk et al., 2019]. As
discussed in [Andrearczyk et al., 2019], the maximal frequency N cannot be taken arbitrarily large once the
radial profiles are voxelized. In practice, one considers small values of N that are adapted to the kernel size.

3 Experimental Setup

3.1 Datasets

The first dataset was developed in [Andrearczyk et al., 2019] and contains 1000 synthetic 32 x 32 x 32 texture
volumes of two classes. The textures are designed by placing binary segments and crosses at random orienta-
tions and locations with overlap. The classes differ by the proportion of patterns and variability is introduced
by the overlapping patterns, the linear interpolation of the 3D rotations and the varying densities. 800 volumes
are used for training and the remaining 200 for testing.

The second dataset used in [Andrearczyk et al., 2019] is a subsample of the American National Lung
Screening Trial (NLST) annotated by radiologists [Martin et al., 2019]. It includes 485 pulmonary nodules, 244
benign and 241 malignant, from distinct patients in CT. The input volumes, originally ranging from 16 x 16 x 16
to 128 x 128 x 128, are centered on the tumor and padded or cropped to the size 64 x 64 x 64. Balanced training
and test splits are used with 392 and 93 volumes respectively. The Hounsfield units are clipped in the range
[-1000,400], then standardized with zero mean and unit variance.

3.2 Network architecture

We follow the architectures and hyperparameters of the LRI-CNNs in [Andrearczyk et al., 2019] with a first
SSE convolution layer, replacing the steering and orientation max-pooling by the invariant calculation. Spatial
global average pooling is then used to aggregate the LRI responses. For the nodule experiment, the responses



are aggregated inside the nodule masks instead of across the entire feature maps. The number of trainable
parameters is reduced as compared to the LRI-CNN in [Andrearczyk et al., 2019] as there are no coefficients
for each n, m pair (see Section 4). Finally, the aggregated responses are connected to dense layers. For the
synthetic experiment, a single dense layer with softmax activation and a cross-entropy loss. For the second,
more complex experiment, an intermediate dense layer with 128 neurons is used before the same final softmax
layer. ReLU activations are employed and the networks are trained using Adam optimizer. More details on
the reproduced filters sizes and training settings can be found in [Andrearczyk et al., 2019]. For the synthetic
experiment the following parameters are used: kernel size 7 x 7 x 7, stride 1, 2 filters and 50,000 iterations; for
the nodule experiment: kernel size 9 x 9 x 9, stride 2, 4 filters and 10,000 iterations. We refer to this network as
SSE-CNN and compare it with LRI-CNN with responses steered at M orientations (best results only reported
with M =72 and M = 24) and with the Z3-CNN (standard 3D CNN).

4 Results and Discussions

Results of the proposed SSE-CNN on the synthetic dataset for varying values of the maximal degree N are
reported and compared with the state of the art methods (Z3-CNN and LRI-CNN) in Fig. 2. Similarly, results
in the pulmonary nodules classification (NLST) are reported in Fig. 3.

90 |- Al--- Z3-CNN
] ——LRI-CNN M =72
S 80 . SSE-CNN

70 |- 8

N

Figure 2: Average accuracy (%) and standard error (10 repetitions) on the synthetic dataset with varying values
of N and comparison with the state of the art LRI-CNN with M = 72 orientations (best reported results) and
Z3-CNN.
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Figure 3: Average accuracy (%) and standard error (10 repetitions) on the pulmonary nodule dataset with
varying values of N and comparison with the state of the art LRI-CNN with M = 24 orientations (best reported
results) and Z3-CNN.

The results in Figures 2 and 3 show that the proposed SSE-CNN performs as good or better than the LRI-
CNN. This suggests that the full parametric representation and the steering are not always necessary and that the
SSE is sufficient and maybe simpler to learn on these datasets. From a theoretic perspective, when compared
to using steerability in the LRI-CNN, the use of degree-wise norms in the SSE-CNN discards inter-degree
phases and mixes intra-degree responses. However, this information does not seem to be crucial for the two
discrimination tasks considered in this paper. In future work, we will investigate more robust invariants such as
the bispectrum [Kakarala and Mao, 2010].

Increasing the maximal spherical frequency N helps on the synthetic dataset (Fig. 2) as it contains well
defined directional patterns (lines and crosses). To investigate whether the performance gain obtained with
SHs of increasing degrees differs from a simple increase of parameters and associated feature maps, we trained
our SSE-CNN with N = 0 and more output channels (C = 8 instead of C =2). This setup relies on a number
of output feature maps that is equal to the SSE-CNN with N = 3 in Fig. 2. Yet, the accuracy of the former



Table 1: Computational and parameters comparison with the state of the art on the synthetic dataset with the
setup of Fig. 2. The computational time is measured in seconds for 1000 iterations trained on a Tesla K80 GPU.

model | Z3-CNN LRI-CNN SSE-CNN
N - o 1 2 3 4 5 6 7 o 1 2 3 4 5 6 7
# param. 694 24 30 40 54 72 94 120 184 |22 28 34 40 46 52 58 64
time 28 56 63 88 100 126 180 211 221 |30 33 54 64 82 122 145 161

is 81.5%as2 versus 90.1%:15 for the latter, which highlights the relevance of SSE extracted at various degrees
n. Besides, in order to show the importance of the proposed LRI design, we compare it to the Z3-CNN with
right-angle rotation data-augmentation. Our SSE-CNN largely outperforms the latter > 90% with N > 2 versus
84.0% on the synthetic dataset.

The drop of accuracy in the NLST dataset (Figure 3) of the LRI-CNN [Andrearczyk et al., 2019] with large
frequencies may be due to its complexity together with the limited amount of data. The simplified design of the
SSE-CNN likely acts as a regularizer explaining the large differences in performance.

The number of trainable parameters and the computational times are reported in Table 1. The number of
parameters is largely reduced as compared to the standard Z3-CNN and LRI-CNN [Andrearczyk et al., 2019].
We can differentiate two types of parameter reduction, namely the weight sharing across rotations and the
parametric representation. The weight sharing is present, among others, in the G-CNN [Cohen and Welling,
2016, Winkels and Cohen, 2018] where the same kernels account for multiple orientations. Similarly, the LRI-
CNN [Andrearczyk et al., 2019] shares trainable radial profiles and harmonic coefficients to obtain responses to
rotated kernels. The parametric representation, on the other hand, is used in [Andrearczyk et al., 2019, Weiler
et al., 2018b] by learning a combination of basis filters instead of every voxel of the kernels. Our approach goes
one step further as we do not learn an explicit full parametric representation of the kernels: we rather only calcu-
late the norm of the SHs responses, resulting in a large reduction of the number of parameters. One bottleneck
with 3D rotation invariant CNNs such as 3D G-CNN [Winkels and Cohen, 2018] and LRI-CNN [Andrearczyk
et al., 2019] is the GPU memory usage when obtaining 3D response maps at all orientations M before orien-
tation pooling. This memory consumption is largely reduced in the proposed implementation by computing
invariants on the SHs responses rather than calculating responses at all orientations. For a similar reason, the
time consumption is lower than the LRI-CNN as shown in Table 1. Note that the implementation only uses
existing TensorFlow functions and the computation could be further improved by efficient parallelization and
CUDA programming such as used in the Z3-CNN.

5 Conclusions and Future Work

In conclusion, we showed the benefit of using invariants from SSE responses to combine LRI and DS in
an efficient lightweight architecture. The main benefit over the steerable [Andrearczyk et al., 2019] and G-
CNN [Winkels and Cohen, 2018] approaches is the lower computation and memory cost: our method does
not require to compute responses at all desired orientations. Furthermore, it requires less parameters which
could make this approach more suited to medical image analysis where data are scarce and models should
generalize with few training samples. Experiments on 3D synthetic textures and scans of pulmonary nodules
showed competitive results with the steerable approach and a large improvement from a standard 3D CNN with
or without data-augmentation. In a future work, we will explore deeper architectures with LRI and potentially
more discriminative invariants as mentioned in Section 4.
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