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Images play an important role in medical diagnosis and treatment planning. They are also
produced in increasing varieties and exponentially rising quantities. Medical visual information
retrieval is trying to help manage this rising amount of data. Unfortunately, many of the current
image retrieval prototypes are fairly disconnected from clinical reality and only tested on small
databases with often outdated images. In the MedGIFT project of the University Hospitals and
the University of Geneva the goal is to cover the entire spectrum of visual information retrieval
applications, from rather technical issues such as new visual features over infrastructures supply-
ing computational power via grid networks and real clinical applications towards the assessment
of the technology in realistic scenarios via the ImageCLEF retrieval benchmark. Medical visual
information retrieval has a large potential to complement text retrieval in better using clinical
data in many medical institutions but much research is still necessary to have a sufficiently high
retrieval quality for clinical routine and aiding diagnosis.

1. Introduction

Content–based visual information retrieval has started already in the 1980s [1, 12] but
created a very large research interest mainly in the 1990s [20]. The goal was to solve problems
related to manual annotation of images with keywords such as subjectivity and high cost through
the use of automatically extracted objective visual descriptions. Problems were manifold and
there is still no general breakthrough in content–based image retrieval although areas such as
object detection and automatic annotation of images with keywords [24] have created a few
success stories. Another reason for content–based image retrieval was also the exponentially
rising amount of visual data being produced through the availability of cheap digital cameras.
Still, most searches for images are still performed via keywords and not via example images that
are often hard to find.

In the medical field some of the problems are similar as the amount of visual data
being created is exploding exponentially, particularly through the wide availability and use of
tomographic examinations creating sometimes thousands of images for a single examination.
Image retrieval was proposed in the medical domain already fairly early [13, 22] but without any
real applications. Several specialized applications are described in two overview articles [16, 23].
In recent years, several retrieval projects such as SPIRE, IRMA3 and MedGIFT have created
a large number of publications [3, 8]. This article mainly describes the work performed in the
context of the MedGIFT research project.

2. Techniques

This chapter describes technical issues related to content–based medical image retrieval
in the widest sense, ranging from data access, computational issues to retrieval techniques.

2.1. Data access

One of the most important aspects of most research projects is the access to the actual
data. Much time and money can often be spent on data access. One goal of our participation in
the EU funded AneurIST4 project is the creation of a reusable database infrastructure accessing
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a life clinical patient record [11]. This means that data is used directly from the clinical record
avoiding the double storage and inconsistencies of data silos often created for research projects.
In this context, the simple exchange of the data model allows to change access for a new research
project limiting the amount of work to access the data drastically. Data anonymisation happens
on the fly in this scenario and a restrictive security architecture is in place to avoid any misuse.

2.2. Computational power

Another critical issue in imaging research is the access to computational power. Within
the hospitals no central computing infrastructure exists and research projects buy their own
machines for their use without any resources sharing. The KnowARC5 brought us in connection
with middle ware developers of the ARC (Advanced Resource Connector) middleware developers
[9]. This allowed us to gain experiences with grid technologies and also feed back our experiences
to the middleware developers for inclusion in new releases[17].

With this gained experience a grid was installed with standard desktop PC inside the
Geneva hospitals. The small testbed of 20 PCS allowed to test the infrastructure with the
hospital software distribution system hospital grid [18].

2.3. Retrieval techniques

Most of the retrieval techniques originally developed within the MedGIFT project were
based on the GIFT6 [21]. Particularly for new projects such as Talisman new features we
necessary for the description of the lung texture. In this context Wavelet frames were tested
in various configurations with very good results [6]. More recent approaches such as patch
histograms [7] and salient point based analyses are currently being performed in a project on
fracture images. These features currently promise the best results.

3. Applications

Besides purely technical issues, the most important goal of biomedial research is the
usefulness and applications of the research results. In general, applications were employed,
where medical doctors approached us with a concrete need and proposition.

3.1. Talisman

The TALISMAN (Texture Analysis of Lung ImageS for Medical diagnostic AssistaNce)
project focuses on computer–aided diagnosis for interstitial lung diseases (ILDs). ILDs are a
heterogeneous group of around 150 diseases, many of them being rare and presenting unspe-
cific symptoms. The image holds a central role in the diagnosis process and high–resolution
computed tomography (HRCT) is used when the chest x–ray does not carry enough informa-
tion. The computer tools developed in TALISMAN include the automated detection of healthy
and pathological lung tissue associated with ILDs in three–dimensional HRCT data as well as
content–based retrieval of similar image series and cases. The visual information in HRCT data
is extracted using Wavelet analysis with desirable properties such as isotropy, fine scale resolu-
tion and frames along with grey level histograms in Hounsfield Units. Moreover, in accordance
with the interpretation approach of the radiologists with HRCT, the clinical context is used to
enrich detection and retrieval. It is represented by 99 clinical parameters associated with the
15 most frequent ILDs. The values are extracted manually from the electronic health record at
the University Hospitals of Geneva (HUG) and stored in a multimedia database containing the
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corresponding annotated HRCT image series of currently 105 cases. Using appropriate combi-
nation rules of visual and clinical features along with optimal classifier settings, the multimodal
detection of lung tissue patterns allows for a detection rate of over 83% correct matches over 5
lung tissue patterns found in most prevailing ILDs [4, 5].

3.2. Fracture retrieval

The project on fracture retrieval is currently still at a very early stage [15]. The idea
for the project came from surgeons at the Geneva hospitals that have a database of fractures
accumulated over several years and containing around 20’000 radiographs of fractures. Goal is
to find similar cases to a case being prepared for an operation to optimize the choice of the
technique to be used. By having access to the past case before the operation but also directly
after the operation and best even in later stages to be able to observe the long term results of
an intervention. Such a process can help to improve the quality of the intervention significantly
in the long term and with very good base data.

4. Evaluation

Technology assessment is the essential step of all research to identify promising techniques
and separate them from poor approaches.

4.1. Benchmarks

In many domains benchmarks and standardized datasets have become available over the
past years, whenever a research area starts to leave an extremely experimental stage and real
applications start appearing. Within the information retrieval field, TREC7 (Text Retrieval
Conference, [25]) was definitely the earliest benchmark and has been run for many years now,
with a large number of initiatives starting here in many areas. TrecVID [19] is such an initiative
that has been run for over six years, now with a steadily increased number of registered partic-
ipants, over 100 in 2008. Benefits are clearly visible as at conferences researchers publish with
the same datasets making the quality of systems easily comparable. For many researchers such
initiatives also avoid having to create expensive datasets, and particularly to have datasets of
an important size.

4.2. ImageCLEF

ImageCLEF (part of CLEF — Cross Language Evaluation Forum) has started in 2003
with only four participants [2] but with an increasing number of subtasks on image annotation,
medical retrieval and structured data retrieval the number of registrations has reached 63 in 2008
[14]. Main goal is the multilingual and multimodal retrieval of information. The competition
showed well that combining visual and textual features for retrieval can lead to best results, but
also that the combination process is very sensitive to small changes.

The medical retrieval task of ImageCLEF has over the five years of its existence created
three large databases, two of them with over 66’000 medical images. One databases combined
six medical teaching files in several languages [10]. The most recent dataset includes images
from the medical journals Radiology and Radiographics made available in cooperation with the
Goldminer8 medical image search engine. This database is bringing the retrieval even closer to
clinical routine where case from the literature related to a current case can be searched.

7http://trec.nist.gov/
8http://goldminer.arrs.org/



5. Conclusions

Content–based medical visual information retrieval has a large potential to complement
text–based retrieval approaches in the medical field. Particularly in the context of evidence–
based medicine and case–based reasoning the image information is currently only very little
represented. Stable visual retrieval can help in many specialized domains where visual informa-
tion plays an important role.

Main areas where important work is still required is the change from image–based re-
trieval towards a more global case–based retrieval strategy that takes into account images of a
patient as well as clinical data and potentially free text such as the anamnesis. Such approaches
still need much research but can bring important improvements that no visual approach could
obtain. No medical doctor would diagnose on an image alone as the clinical data such as age,
gender, sex do paly an extremely important role. Within the ImageCLEF benchmark it is foresee
to introduce case–based retrieval for 2009.
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