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Abstract The Cranfield paradigm has dominated information retrieval evaluation
for almost 50 years. It has had a major impact on the entire domain of information
retrieval since the 1960s and, compared with systematic evaluation in other domains,
is very well developed and has helped very much to advance the field. This chapter
summarizes some of the shortcomings in information analysis evaluation and how
recent techniques help to leverage these shortcomings. The term Evaluation-as-a-
Service (EaaS) was defined at a workshop that combined several approaches that
do not distribute the data but use source code submission, APIs or the cloud to run
evaluation campaigns. The outcomes of a white paper and the experiences gained
in the VISCERAL project on cloud-based evaluation for medical imaging are ex-
plained in this paper. In the conclusions, the next steps for research infrastructures
are imagined and the impact that EaaS can have in this context to make research in
data science more efficient and effective.

1 Introduction

Information retrieval evaluation has largely followed the Cranfield paradigm over
the last more than 50 years (Cleverdon et al, 1966; Cleverdon, 1962). This means
that an information retrieval test collection consisting of documents is created, then
topics are defined on the test collection and ground truthing is performed to de-
termine an optimal response. The ground truth can be the relevance of all docu-
ments in the collection but is usually only for part of it, done using pooling tech-
niques. The Cranfield tests helped to identify that automatic indexing of terms had
as good or better performance as manually attached keywords of experts by system-
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atic analysis, so their impact on the field of text retrieval was very important. On
the basis of this paradigm, information retrieval developed systematic approaches
for retrieval system evaluation very early (Jones and van Rijsbergen, 1975; Salton,
1971) and could thus demonstrate steady scientific progress and also develop com-
mercial applications in many fields by showing the performance obtained over the
years. Evaluation campaigns such as TREC1 (Text REtrieval Conference) (Harman,
1992) or CLEF2 (Cross-Language Evaluation Forum) (Braschler and Peters, 2002)
developed yearly evaluation cycles for a variety of domains and application scenar-
ios of textual information retrieval. Visual information retrieval systems have been
evaluated in ImageCLEF3 (Image retrieval tasks of CLEF) (Kalpathy-Cramer et al,
2015; Müller et al, 2010) and also the TRECvid campaigns for many years (Smeaton
et al, 2003). The impact of these evaluation campaigns both in terms of com-
mercial impact and scholarly impact have also been analyzed for TREC (Rowe
et al, 2010), TrecVid (Video retrieval tasks of TREC) (Thornley et al, 2011) and
CLEF/ImageCLEF (Tsikrika et al, 2011, 2013). All of these analyses have shown
that the commercial impact is massive and that national agencies save much money
by supporting such campaigns by sharing resources and allowing larger and more
impactful evaluations. The scholarly impact was considered very important, as pub-
licly available test collections foster data reuse and many of the overview papers of
the popular evaluation campaigns are highly cited. Participant papers with good re-
sults also often get a high citation count as the techniques are often reimplemented
or reused (particularly if the source code is also made available). There are also sev-
eral criticisms of evaluation campaigns, particularly when the tasks are artificial and
not related to user needs (Forsyth, 2002), or that benchmarking favors small changes
to existing algorithms over completely new techniques. In general, challenges im-
prove the performance and not doing any evaluation mainly means that performance
improvements cannot be measured. ImageNET (Deng et al, 2009) has also shown
that large scale evaluation can lead to disruptive changes, in this case on the use of
deep learning for computer vision and object recognition (Krizhevsky et al, 2012).

Evaluation campaigns have many other shortcomings. Even though the topics are
usually created with clear user models in mind, often based on surveys or log file
analysis (Markonis et al, 2012, 2013; Müller et al, 2007), they only measure static
behavior, so changes in user targets or the impact of a user interface and of interac-
tion cannot be measured. For this reason interactive retrieval evaluation was intro-
duced into TREC and CLEF (Borlund and Ingwersen, 1997; Gonzalo et al, 2005) to
make it possible to measure the human factor in text and image retrieval, which is
extremely important for building working systems. Such evaluation is much harder
than with static collections but it is very complementary and much can be learned.
Even with existing test collections and evaluation campaigns, several problems re-
main and have been reported in the literature. It is often easier to adapt existing data
sets to make the challenges easier than to actually improve the techniques (Müller

1 http://trec.nist.gov/
2 http://www.clef-campaign.org/
3 http://www.imageclef.org/
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et al, 2002). Even when standard data sets exist, the use of them and the increased
performance reported often does not add up (Armstrong et al, 2009b). This is linked
to the fact that existing baselines are not well defined and often comparison is not
done against the best systems in an evaluation campaign but to less well perform-
ing own algorithms, or they are compared against older results, even though better
results have been published later on (comparison to a low baseline). (Blanco and
Zaragoza, 2011) shows another problem: when trying many different approaches
and manually optimizing them on the data it is possible to get better results but
these results are often meaningless, even though they are statistically significant. It
is impossible to reproduce such results and statistically speaking significance rules
should in this case be multiple and not single hypotheses testing. Often, only posi-
tive results are reported and not exactly how these results were obtained. (Ioannidis,
2005) even goes a step further, stating that most research findings published are
false, as small sample sizes are used and often incorrect statistics and strong publi-
cation bias towards positive results add to this. Interestingly, the more a domain is
competitive the more the results are false, as quick publication and pressure lead to
increased incorrectness.

To overcome some of the mentioned problems, several infrastructures have been
proposed in the past. In (Müller et al, 2001), an online evaluation with a retrieval
communication protocol was implemented but it was never used by a large number
of systems, even though such a system could guarantee a high level of reproducibil-
ity because the ground truth is never released and manual optimizations are difficult.
The EvaluatIR initiative (Armstrong et al, 2009a) also developed a framework for
evaluation where components could be shared and separately evaluated. Again, such
a system could save much time and effort but it was discontinued after only a short
period of time. Actually understanding the interplay of the many components of
a retrieval system has also been subject of detailed research in the past (Hanbury
and Müller, 2010). Still, many of the approaches never reached a critical mass and
non-integrated systems with intermediate results were often inefficient, and thus not
taken up by either researchers or commercial partners. Academic systems to man-
age evaluation campaigns such as DIRECT have also been used and shown their
usefulness (Agosti et al, 2012; Silvello et al, 2017). For good reproducibility both
data (Silvello, 2018) and code (Niemeyer et al, 2016) need to become citable and
reusable easily (Mayernik et al, 2016). Beyond the academic field, machine learning
has shown the need for evaluation infrastructures, highlighted by the commercial
success of the Kaggle4 platform and several similar initiatives, for example Top-
Coder5 and CrowdAI6 that addresses a more open type of challenges in machine
learning.

4 http://www.kaggle.com/
5 http://www.topcoder.com/
6 http://www.crowdai.org/
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2 Evaluation-as-a-Service

The actual term EaaS7 (Evaluation-as-a-Service) was detailed in a workshop in early
2015 (Hopfgartner et al, 2015). 12 researchers of several evaluation initiatives and
institutions met in Sierre, Switzerland, and discussed their approaches for provid-
ing Evaluation-as-a-Service in several environments and with differing approaches.
EaaS in this case means that no data sets are distributed but the evaluation part of
the campaign is provided as a service. Figure 1 details some of the outcomes of the
workshop; also made available in a white paper (Hanbury et al, 2015) in a much
more detailed form and with many references to the relevant literature. In (Hopf-
gartner et al, 2018), a shorter version of the main aspects of EaaS was published.

Fig. 1: Overview of several aspects and the set of stakeholders in the EaaS field; the
figure shows the large number of possibly implied groups and roles (image taken
from (Hanbury et al, 2015)).

Figure 1 shows the many implications that EaaS has and the various stakeholders
in the evaluation environment. Whereas challenge stakeholders can range from chal-

7 http://eaas.cc/
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lenge organizers and challenge participants (academic and commercial researchers),
there are several roles that are often not described in much detail, such as the data
providers and human annotators (who might have an important problem that they
would like to see solved). In terms of EaaS, infrastructure providers play an im-
portant role, for example cloud providers, and also funding agencies that could see
important gains in a more efficient global research infrastructure. A similar diver-
sity can be seen in the types of technologies used, the policy aspects of challenges
and their infrastructures and also the business parts of it, as all of these can have
a strong impact on how data are shared and how well the science advances. EaaS
research usually mentions only a few domains of high potential but all these as-
pects can be taken into account for a full picture. Following the initial workshop, a
second workshop was organized in Boston, MA, USA, in November 2015, focus-
ing on the distributed and cloud aspects of the evaluation and with a focus also on
medical applications, which is one of the use cases for EaaS with a clearly visible
potential (Müller et al, 2016). The various stakeholders from funding agencies, in-
frastructure and use case providers were invited to this workshop to get a clearer
idea of the roles of these partners and their interest.

The example cases that were used as the basis of the white paper include the use
of an API for challenges, as in the TREC Microblog task (Ounis et al, 2011) that
uses Twitter data that cannot be distributed in another way for copyright reasons.
The TIRA8 system uses code submission and then runs the code on the test data in
a sandboxed environment on the university servers (Gollub et al, 2012). The CLEF
NewsReel task (Hopfgartner et al, 2014) also relies on an API, this time of a news
recommendation web page that adds recommendations provided by participating
systems to the real recommendations and measures the number of clicks in these
provided items to evaluate the quality of the results. VISCERAL (Hanbury et al,
2012) uses virtual machines in the cloud to run a challenge and only a small data
set can be seen by the participants. In C-BIBOP9 (Cloud-Based Image BiOmarker
Platform), Docker containers were used to bring the algorithms to the data in a
more lightweight way compared to virtual machines. Finally, the BioAsq project
is directly included in the process of assigning MeSH terms to new texts and then
compares these with the terms that are manually attached to the texts (Tsatsaronis
et al, 2015).

Several other challenges have used these concepts as well, for example the Mam-
mography Dream challenge (Trister et al, 2017) that made an unprecedented amount
of data available for research in a cloud environment. The Mammography Dream
challenge was run in several submission phases that had as objective to improve
the initial results. They fostered particularly in the later collaborative phase of the
challenge a strong collaboration among the research groups that obtained the best
results in the previous phases.

8 http://tira.io/
9 http://cbibop.github.io/
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3 The VISCERAL Experience

The ideas of the VISCERAL10 (VISual Concept Extraction challenge in RAdioL-
ogy) project were developed on the basis of several challenges and problems of
previous evaluation initiatives that the project partners had encountered, notably:

• it is difficult to move very large data sets, as even in the Terabyte (TB) range it
is currently hard to download data. Sending hard disks through the postal service
also becomes cumbersome and prone to physical errors;

• confidential data can often not be shared easily but only after manual checking,
which becomes infeasible for very large data sets, for example limiting medical
data sharing in many cases;

• quickly changing data sets cannot be evaluated, as the time to prepare test collec-
tions and then transmit them to researchers and obtain results is often already too
long and new data have become available in the meantime that need to be taken
into account for a final evaluation. This would require a system where algorithms
can be run again when new data become available, to always work on the latest
data and know what works best.

All these challenges support the idea of moving the algorithms towards the data
set rather than the current practice to moving the data to the researchers and their
algorithms (Hanbury et al, 2012). The initial idea was to use a cloud infrastructure,
in our case the Azure system, to store the entire data set of medical imaging data and
only make a small part of it available to researchers directly, keeping the remaining
data only accessible to the algorithms and not to the researchers (Langs et al, 2012).
Algorithms have actually become much more mobile than the increasingly large
data sets. Figure 2 shows the first step of the process, where each participant obtains
access to a small data set in the cloud via a virtual machine (VM). This data set
makes it possible to get used to the data format and the virtual machine makes it
possible to install all necessary tools and test them on the small data set. VMs with
both Linux and Windows were available for the participants to avoid creating any
limitations. Algorithms and scripts can be tested on the available data, so they will
then run automatically on the unknown data.

The second part of the VISCERAL challenge is shown in Figure 3. Once the
algorithms are ready, then the participant can submit the virtual machine and the
proposed algorithms are run on the protected test data. The participants do not have
any further access to the machine and only the challenge organizers can access the
system to run the algorithms installed on the larger data set. These data thus never
get exposed to the researchers and by running the VMs in a sandboxed environ-
ment with all communication closed, no data can be communicated out, even if the
researchers installed such code on the VMs.

In the case of the VISCERAL benchmarks, the training sets were relatively small
and these were made fully available to the participants and the test sets were the large
data set (Jimenez-del-Toro et al, 2016). It would also be possible to have training

10 http://www.visceral.eu/
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Fig. 2: The participants each have their own computing instance (VM) in the cloud,
linked to a small data set of the same structure as the large one. Software for carrying
out the competition objectives is placed in the instances by the participants. The
large data set is kept separate. (image taken from (Hanbury et al, 2012))

Fig. 3: On the competition deadline, the organiser takes over the instances contain-
ing the software written by the participants, links them to the large data set, performs
the calculations and evaluates the results. (image taken from (Hanbury et al, 2012))

data in the larger data set and thus run training and testing in the cloud directly au-
tonomously. Many more details on the experiences gained in the VISCERAL project
can be found in a published book on the project (Hanbury et al, 2017). This book
details all challenges that were run (lesion detection, similar case retrieval, organ
segmentation), the experiences gained in data annotation and quality controls. The
final system to manage the data and challenges can be seen in Figure 4. The entire
data annotation in 3D volumes was also run in the cloud including quality con-
trol and several double annotations to measure subjectivity of the tasks (to compare
algorithm outcome with the quality of human annotation). A fully automatic evalua-
tion system was developed including the extraction of many performance measures
and an automatically generated leaderboard. When a participant submits a new al-
gorithm all steps are executed automatically and the participant is asked to publish
or not the results in the continuous leaderboard of the task.

The system developed also allows many additional possibilities for exploiting
the data and the algorithms. Having the algorithms of 15 segmentation tools as ex-
ecutables makes it possible to also run them on new data for which no annotations
or ground truth exist. Combining results of several automatic algorithms with label
fusion leads to much better results than any single algorithm and we called this out-
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Fig. 4: Final overview of the VISCERAL infrastructure including a system for data
annotation and quality control in the cloud and in addition to the cloud-based eval-
uation (image taken from (Hanbury et al, 2015))

come a Silver Corpus (Krenn et al, 2016) and showed that it has a very good quality
for most of the organs that were segmented in the challenge. This Silver Corpus is
now made available to other researchers and can be used to train algorithms such as
deep learning algorithms that require large amounts of training data. Thus, it pos-
sibly improves results of future systems that can use the additional training data.
This also makes it possible to manually annotate only those cases where the algo-
rithms have the highest disagreement, as this can limit the annotation costs with a
maximum information gain. Such active learning can massively reduce the efforts
of manual annotation and still generate very large and meaningful training data sets.

In general the risk of medical data being exposed to research is not the data itself
but rather the risk of matching several data sources or databases, which can possibly
allow a re-identification of patients. In the case of VISCERAL no human sees the
larger data set, only the algorithms, thus limiting ethical risks to an absolute mini-
mum. Developing such models inside hospitals can even limit the risks further (if
security mechanisms for running the code in a protected environment exist). With
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Docker a light-weight container technology is available that allows to move code
and all its dependencies. Hospitals can thus make data of their clinical challenges
available for researchers and take advantage of knowledge gained by using the best
algorithms. In any case, hospitals will require large computing and storage infras-
tructures with the advent of digital medicine. Genomics but also the analysis of
imaging data and other data sources for decision support will require strong compu-
tation in the future, and part of this can also be used for EaaS by sharing data and
tasks with the academic world. Even multi-center studies can be envisioned where
aggregated data from each client site are combined in a central location. This can be
particularly interesting for rare diseases where each institution only encounters few
cases over the study period.

4 Conclusions

This chapter summarizes the concepts of EaaS and the implications that this can
have for scientific challenges in data science, far beyond the initial targets of in-
formation retrieval, as in CLEF. Many problems in the academic field such as an
exploding number of publications (that are impossible to follow even in a very nar-
row field (Fraser and Dunstan, 2010)) and also the impression that many current
publications are not fully correct (Ioannidis, 2005) motivate the feeling that new
infrastructures for academic research and particularly in data science are necessary.
Full reproducibility needs to be created for publications in this field and with ex-
ecutable code containers and digital information this is possible, even in the long
term. Storing and linking parameters of all experiments is very important (Di Nun-
zio and Ferro, 2005) to be able to learn a maximum amount from existing experi-
ments. With EaaS, the executable code is available and can be kept in a light-weight
manner, via Docker containers, for example. Data are available including ground
truth, topics and scripts for running and evaluating tools on the data. If new data
become available or if errors in the data are found the code can simply be rerun and
all results can be updated.

Besides the credibility of results, it also seems important to make data science
more efficient by building fully on the results of other researchers and not reinvent-
ing things with minor variations over and over. Good infrastructures can also help
with this by facilitating the sharing of code and favoring challenges that allow col-
laboration between researchers. Working on the same infrastructures and in a similar
framework can make sharing code much easier.

Wide availability of all data sets and sharing of recent results on the same data in a
simple way can also make it mandatory to compare algorithms with strong baselines,
and with the best results obtained on the same data and task at any given time. This
would make the quality and possible impact of publications presenting improved
results much stronger. It also encourages moving away from focusing purely on
quantitative outcomes and rather on interpretation of the potential of techniques and
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possibly also publishing negative findings, which would help to limit publication
bias.

In the current data science environment, most often the groups with the biggest
hardware have a strong advantage, as they can optimize parameters of more complex
models on more training data and often obtain better results. By running challenges
in a central infrastructure all participants have access to the same computational
power, so this disadvantage would vanish and it would even make it possible to
compare algorithm effectiveness and efficiency, as usually a tradeoff between the
two is the main objective. With many research centers now using virtual machines
and virtualized environments, it does not seem to matter too much anymore where
the physical servers are, as long as they remain accessible and if quick access to the
data is possible. In such an environment, EaaS is a very natural choice. Using Docker
containers instead of VMs is in our experience a big advantage, as the installation
overhead is very low and portability is much higher than with VMs.

In the future we expect evaluation campaigns such as CLEF to have access to
their own research infrastructures and to make them available for participating re-
searchers. The question of who bears the costs for data storage and computation
need to be answered. Overall, the costs will be lower, so funding bodies should have
a strong interest in having such a framework installed for scientific research. On a
European level, the EOSC (European Open Science Cloud) is a candidate to supply
storage and computation for such an approach in data science challenges. Likely
there are still barriers to this approach but it is a question of time before models
similar to EaaS will become the most common form of performing data science.
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