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Multifunction control and evaluation of a 3D printed hand prosthesis
with the Myo armband by hand amputees

M. Cognolatom, M. Atzori', C. Marchesini®, S. Marangon3, D. Faccio®, C. Tiengo4, F. Bassetto*, R. Gassert2,
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Abstract— Upper limb amputations are highly impairing
injuries that can substantially limit the quality of life of a
person. The most advanced dexterous prosthetic hands have
remarkable mechanical features. However, in most cases, the
control systems are a simple extension of basic control protocols,
making the use of the prosthesis not intuitive and sometimes
complex. Furthermore, the cost of dexterous prosthetic hands
is often prohibitive, especially for the pediatric population and
developing countries. 3D printed hand prostheses can represent
an opportunity for the future. Open 3D models are increasingly
being released, even for dexterous prostheses that are capable
of moving each finger individually and actively rotating the
thumb. However, the usage and test of such devices by hand
amputees (using electromyography and classification methods)
is not well explored. The aim of this article is to investigate the
usage of a cost-effective system composed of a 3D printed hand
prosthesis and a low-cost myoelectric armband. Two subjects
with transradial amputation were asked to wear a custom-made
socket supporting the HANDi Hand and the Thalmic Labs Myo
armband. Afterwards, the subjects were asked to control and
use the prosthetic hand to grasp several objects by attempting
to perform a set of different hand gestures. Both the HANDi
Hand and the Myo armband performed well during the test,
which is encouraging considering that the HANDi Hand was
developed as a research platform. The results are promising and
show the feasibility of the multifunction control of dexterous 3D
printed hand prostheses based on low-cost setups. Factors as the
level of the amputation, neuromuscular fatigue and mechanical
limitations of the 3D printed hand prosthesis can influence the
performance of the setup. Practical aspects such as usability and
robustness will need to be addressed for successful application
in daily life. A video of the tests can be found at the following
link: https://youtu.be/iPSCAbd17Qw

I. INTRODUCTION

Upper limb amputations are highly impairing injuries, in
particular if bilateral. Dexterous, naturally controlled robotic
hand prostheses can substantially improve the quality of
life of subjects with hand amputation. However, the control
systems usually implemented into commercial devices are
still limited and scientific research advancements are still
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poorly translated in commercial products [1], [2]. Low-cost
resources, such as additive manufacturing and affordable
surface electromyography (SEMG) sensors can foster a faster
evolution of the field. Despite the many advancements, mul-
tifunction user tests of a 3D printed robotic hand prosthesis
by hand amputees using low-cost devices have to the best
of our knowledge not been presented, so far. In this paper,
two subjects with transradial amputation use a dexterous 3D
printed robotic hand prosthesis in multiple tasks selected
from the activities of daily living. This indicates the fea-
sibility of cost-effective systems composed of a 3D printed
hand prosthesis and a myoelectric control system based on
gesture recognition.

Poly-articulated dexterous myoelectric hand prostheses
are now commercially available. Despite the remarkable
mechanical capabilities of such devices, their control is
still limited and often obtained as an extension of stan-
dard control protocols, making their use unintuitive and
sometimes difficult [1], [3], [4], [2]. Several new control
strategies were investigated in scientific research [2]. Invasive
methods such as targeted muscle reinnervation (TMR) [5],
[6], intramuscular electrodes [7], cortical implants [8] and
peripheral nerve interfaces [9] have been developed and
studied [1], [3], [2], [10], [4]. Machine learning techniques
applied to myoelectric signals recorded from several elec-
trodes placed on the forearm are arguably the most widely
used non-invasive approaches investigated in the scientific
research [11], [4]. Although some of these achievements can
now be candidates for market translation, the implementation
of scientific research advances into commercial products
is still limited [1], [2]. Furthermore, advanced dexterous
hand prostheses are usually very expensive (several tens
of thousands of dollars [12], [13]) and healthcare systems
or insurance reimbursement policies do not systematically
cover the costs completely. Hence, the economic aspect
can sometimes be crucial, in particular in settings such as
pediatric populations or in developing countries, where hand
amputations are more frequent as well.

In recent years, inexpensive devices and technologies such
as open-source electronic prototyping platforms and 3D
printing techniques have been successfully applied in the
field of prosthetics. Thanks also to communities such as e-
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NABLH'] Limbitless Solutiong’} and Open Hand Project]
several models of 3D printable hand prostheses are now
publicly available. Open-source and inexpensive electronic
platforms such as Arduin can be used to implement low-
cost myoelectric control systems.

3D printed hand prostheses represent an opportunity and
are available but only rarely tested in functional settings
with more intuitive control systems. Commercial prosthetic
hands are commonly very expensive and limitations such as
control difficulties and comfort problems are common causes
of prosthesis rejection [14], [15], [16]. 3D printed prostheses
currently represent an affordable resource that can easily
and quickly be adapted to the subject’s needs as well as
to scientific advancements. For these reasons, several groups
and communities release open-source designs, with various
characteristics and complexity, including models targeting
essentially research needs [16].

The high cost of high-end technical equipment and sen-
sors can create a barrier that is not easy to overcome for
research groups that are located in developing countries or
that have limited funding. This was the case of robotic
hand prostheses control, as well. A few years ago, a low-
cost gesture recognition armband called Myo was released
by Thalmic Labs (Ontario, Canadaﬂ costing approximately
200 dollars instead of other control systems that costs in
the range of $10,000. The Myo armband was successfully
applied in hand gesture recognition tasks in intact and hand
amputated subjects [17], [18], [19], [20]. The performance of
the Myo for gesture classification tasks was compared with
5 other commonly used acquisition setups on a standardized
data acquisition and analysis protocol, showing that the
classification accuracy is comparable to expensive setups in
a two-armband configuration and moderately lower in the
standard configuration [18].

Although low-cost devices and techniques are making
prosthetic hands more accessible, improvements are still
needed. First, 3D printed hand prostheses often have limited
mechanical features with respect to commercial devices,
restricting their applicability for daily use. Second, the use of
a prosthetic hand in a real-life scenario can be substantially
influenced by factors such as clinical parameters of the
amputee [21] and comfort questions. Furthermore, models
of 3D printable hand prostheses are often released “as-is”
and the user is responsible for evaluating potential risks e.g.
mechanical failures.

To the authors’ knowledge, this paper presents one of the
first multifunction control tests of a dexterous 3D printed
prosthetic hand in activities of daily living performed by
subjects with transradial amputation using a control system
based on gesture recognition. The results are encourag-
ing and highlight the advantages and disadvantages of the
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current state of the art, suggesting the feasibility of cost-
effective setups composed of a 3D printed hand prosthesis
and affordable myoelectric control systems based on gesture
recognition.

II. METHODS

In this section the characteristics of the subjects, the
acquisition setup and protocol are presented along with the
real-time control system and the evaluation tasks. The steps
described allow subjects with transradial amputation to con-
trol the 3D printed hand prosthesis with multiple functions
and to test the entire system in conditions simulating a real
life environment.

A. Subjects

Two male transradial amputees were recruited for this
study, both with traumatic injury as the cause of the amputa-
tion (Fig.[I). Subject 1 lost his dominant hand (right) in 1999,
while subject 2 had the amputation of his non-dominant hand
(left) in 2000. The level of the amputation is very different
for the two subjects: subject 1 has a wrist disarticulation
while subject 2 has a high-level transradial amputation. In
order to allow the comparison between different subjects, the
length of the residual limb was normalized with respect to the
length of the intact (contralateral) forearm and quantized in 5
segments of 20% width. The mean value of the correspondent
segment is reported. Both subjects use a one degree of
freedom (DoF) hand prosthesis in their daily life. Subject
1 uses a myoelectric hand prosthesis, while subject 2 uses
a body-powered prosthetic hand. Detailed information about
the subjects are reported in Table I}

B. Acquisition setup
The acquisition setup is composed of:

« HANDi Hand 3D printed hand prosthesis [22]
« Myo, Thalmic Labs®

« Arduino Leonardo board®

e MyoDuino softwardd

o Custom-made socket

o Acquisition laptop

The 3D printed hand used in the tests is the Humanoid,
Anthropometric, Naturally Dexterous Intelligent (HANDi)
Hand, developed and released by the Bionic Limbs for
Improved Natural Control (BLINC) Lab at the University of
Alberta [22]. It is a low-cost, poly-articulated, sensorized 3D
printed prosthetic hand designed to provide a cost-effective
platform for machine learning research in hand prostheses
myoelectric control. It is actuated by six servomotors: five
controlling the flexion-extension of each finger and one
actuating the thumb abduction/adduction. The angle at each
finger joint is measured with potentiometers and the force at
each fingertip is provided by force sensitive resistor (FSR)
sensors. The mechanism used to flex and extend the fingers is
based on cable ties and pulleys. Finger flexion is obtained by
rolling the cable tie around a pulley attached to a servomotor,
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(a) Subject 1

(b) Subject 2

Fig. 1: Acquisition setups for Subject 1 and Subject 2.

while the finger extension is obtained by simply unrolling
it, using its residual flexural stiffness. Care was taken to
choose the appropriate cable tie stiffness in order to maintain
a satisfactory grip efficiency. The HANDi Hand weighs
~250 g and it has a maximum load of 500 g. The hand
used in this experiment was printed in Nylon using selective
laser sintering (SLS) as the 3D printing technique. Some
modifications were made to improve the robustness of the
HANDi Hand and the D-shaped inserts (mechanical parts
transmitting the motion of the finger to the potentiometers)
were re-designed to solve a problem on the measurement of
the joint angles on our hand, probably due to backlash.

The My(JEI is a wearable gesture recognition armband com-
posed of SEMG electrodes and an inertial measurement unit
(IMU). The IMU is composed of three-axis accelerometer,
gyroscope, and magnetometer. An elastic framework contain-
ing eight medical grade stainless steel dry sSEMG electrodes
form the armband, which can fit a forearm circumference
ranging from 19 to 34 centimeters. The Myo communicates
wirelessly via Bluetooth, it is lightweight (93 g) and it has
a built-in real-time hand gesture classifier that allows it to
be used as gesture and motion control. Five pre-set hand
gestures are recognized by the Myo, namely, fist, wave in
(wrist flexion), wave out (wrist extension), fingers spread,
and double tap. The first four gestures are purely EMG-
based whereas orientation and rotation data from the IMU
are used to identify when the double tap gesture is triggered.

The HANDi Hand is controlled via the open-source
electronic prototyping platform Arduino Leonardd®. Each
servomotor is connected to a pulse width modulation (PWM)
port of the board and controlled using the Arduino Servo
library. The MyoDuinoﬁ software was used to read and send
the hand gesture identified by the Myo to the Arduino board

Shttps://market .myo.com/app/54bd7403e4b00db53ad527
a2/myoduino-

in real-time. The connection between the Myo and Arduino
was performed via a laptop, connected to the Arduino via
USB cable and to the Myo via Bluetooth.

A light-weight custom-made socket designed to be used
with various sizes of the remaining forearm was used in this
experiment. The custom-made socket is composed of three
parts: a forearm support, an arm support and a connector
for the HANDi Hand. The forearm and arm supports were
connected at the elbow height, allowing the wearers to flex
and extend the elbow. Both forearm and arm supports were
fixed to the patients limb using velcro straps and the HANDI
Hand was attached to the socket by mean of a connector
placed at the end of the forearm support (Fig. [T).

C. Acquisition protocol

The acquisition protocol consisted of grasping various
objects several times with the 3D printed prosthetic hand,
controlling the 3 hand grasps. The hand grasps were chosen
among the most frequently used grasps in the activity of
daily living (ADL) tasks [23], [24]. They are: medium wrap,
power sphere, and lateral pinch. Each grasp was performed
on a set of three objects (Fig. [2).

At the beginning of the experiment, the subjects received
a detailed description of the experiment and were asked
to sign an informed consent form. The sEMG acquisition
protocol was developed according to the principles expressed
in the Declaration of Helsinki and approved by the Ethics
Commission of the Province of Padova (Italy). Afterwards,
the subjects were asked to wear the Myo armband and to
complete the algorithm calibration for the fist, wave in, wave
out and fingers spread gestures. The subjects were then asked
to freely try the calibrated grasps while receiving a visual
feedback indicating which hand gesture was being recog-
nized by the Myo. Once the subject felt ready, he was asked
to wear the custom-made socket with the HANDi Hand.

TABLE I: Characteristics of the subjects with hand amputation participating in this experiment.

Height Weight .|| Amputation Year of Residual Type of
Gender Age [cm] [Kg] Handedness Side amputation forearm length prosthesis
Shj 1 M 48 190 99 Right Right 1999 90% Myoelectric
Sbj 2 M 36 170 65 Right Left 2000 30% Body-
Powered
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Since the position of the Myo armband may have changed
while donning the socket, the calibration was repeated. The
subjects were asked to comfortably sit in front of a desk,
and, for each grasp type, they were requested to use the
HAND:I Hand to grasp four times a set of three objects. Each
object was positioned in front of the subject individually.
For each grasp and object combination, one examiner asked
the subjects to attempt performing the requested grasp while
another examiner annotated the time needed to complete
the action and the number of misclassifications. Each trial
ended when each object was correctly grasped for four times.
The tests were performed at the Sports & Rehabilitation
Laboratory of the Department of Industrial Engineering,
University of Padova.
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Fig. 2: Objects used in the data acquisition protocol to
perform the activities. The subject had to grasp the three
objects four times with the correct grasp.

D. Real-time control

The real-time control of the HANDi Hand was based
on the hand gesture classification performed by the Myo
armband classifier. Thus, each gesture of the Myo triggers
a specific movement of the HANDi Hand in real-time. The
real-time control system was designed to be easy-to-use and
as little tiring as possible for the subjects. When a hand
gesture was identified by the Myo classifier, the HANDi
Hand changed the grasp and no more muscular activity was
required. In order to change a grasp, the HANDi Hand had
first to be opened performing the fingers spread grasp.

For each grasp, the shape of the HANDi Hand was pre-set
as follows:

o Fist — medium wrap: the thumb is first adducted, then
all the fingers are flexed.

o Fingers spread — opening: the thumb is completely
abducted and all the fingers fully extended.

o Wave in — power sphere: all the fingers are flexed and
the thumb adducted at the same time.

o Wave out — lateral pinch: first index, medium, ring and
little fingers are flexed and, after a delay of 2 seconds,
the thumb is adducted and flexed.

III. RESULTS

The results show the effectiveness of the approach pre-
sented in this work: a cost-effective setup consisting of a
3D printed dexterous prosthetic hand and the Myo armband
can be used by subjects with transradial amputation to grasp
several objects (Fig. [3).

The myocontrol system allows the subjects to choose the
grasp to be performed among various grasps, the number
of which can be adapted to the user characteristics. Both
subjects were able to successfully control the prosthetic hand
using the proposed control system and reported the control
system to be comfortable in most of the considered grasps.

The HANDi Hand was designed targeting scientific re-
search applications rather than everyday use [22]. Never-
theless, the mechanical characteristics of this hand make
it potentially suitable to perform essential everyday tasks
such as lifting a 0.51 water-bottle as well as pressing a door
handle to open it. The HANDi Hand performed well on
each task and the subjects highlighted several advantages
with respect to their prosthesis, including the high dexterity
and the light weight (which is lower than the weight of
standard myoelectric hand prostheses). On the other hand,
some technical problems were experienced, suggesting that
improvements are still important for everyday life use. The
servomotor gearbox had two failures during the experiments,
highlighting a limitation of small actuators. Furthermore,
three cable ties broke while testing the equipment as well
as during the experiment.

The custom-made socket was designed to be low-cost,
lightweight, simple to build, useful in scientific research
applications and usable by transradial amputees with various
level of amputation as well as intact subjects. Both subjects
reported that the custom-made socket was easy to wear and
effective for the experiments. On the other hand, the leverage
applied by the socket on the residual limb can limit the
comfort for subjects with a high-level amputation. In par-
ticular, subject 1 was able to sustain the weight whereas the
same was not possible for subject 2 with this arrangement.
In addition, no artifacts in the Myo data were noticed while
the armband was worn inside the custom-made socket.

The Myo allows performing myoelectric control using
a classification approach, as it is often done in scien-
tific research. The sEMG signals are recorded with several
electrodes around the residual limb and the hand gesture
is classified based on these data. The myocontrol system
proposed in this work allows the identification of four hand
gestures and the control of three grasps. The real-time control
was designed to perform the grasps that are frequently used
in ADL with the minimum cognitive and physical load for
the subject. The shape of the HANDi Hand for each grasp
was pre-set and triggered as soon as a hand gesture was
identified by the Myo classifier. Thanks to this approach the
subject was free to focus on performing the correct hand
gesture, with no need of continuous muscular contraction.
Furthermore, the constraint requiring the hand prosthesis to
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Fig. 3: The selection of hand grasps performed by the subjects. From left to right the medium wrap, lateral pinch and power
sphere grasps.

be opened before switching to another type of grasp assured
a good stability, preventing undesirable hand behaviour due
to involuntary muscular activation. Performing the hand
gestures was reported as comfortable by subject 1 whereas
subject 2 highlighted a few difficulties while attempting to
perform the movement. Nevertheless, both subjects were able
to control the prosthesis after less than an hour of training,
while most commercial systems require several days (or,
more often, weeks) of training.

Subject 1 was able to control and use the 3D printed hand
in all the requested grasps. On average, the time needed
to grasp each object with the medium wrap and power
sphere grasps was 2 seconds. A longer time was needed to
perform the lateral pinch grasp, due also to the time with
which the shaping of the grasp was programmed. Indeed,
the lateral pinch grasp had an intrinsic delay of 2 seconds,
in order to allow the subject to properly exploit the side
opposition required by the grasp. The medium wrap gesture
trial was completed by subject 1 in 22 attempts, with a
misclassification rate of 45.45%. For the same subject, the
power sphere grasp trial was misclassified only once (13
attempts with a misclassification rate of 7.69%) whereas
eighteen tries were needed to complete the lateral pinch
gesture task, with a misclassification rate of 33.33%. Two
main factors were identified as the cause of misclassification:
changing in limb posture and neuromuscular fatigue.

Subject 2 has a high-level amputation (Fig. [Ib), with
~ 30% of residual limb length. This factor limits the capabil-
ities of the subject to the point that he cannot use a standard
myoelectric prosthesis. This also limited the custom-made
socket fitting as well as the Myo armband position. Due
to the small remaining forearm, using the socket and the
HAND:i Hand was not comfortable for the subject. Therefore,
he was asked to control the hand while the socket was leaning
on the table and the objects were placed in front of the
HANDi Hand in order to be grasped. For subject 2, the
hand gesture recognition system had a few limitations. The
fingers spread gesture was often misclassified as wave in,
while the wave out gesture was reported as difficult and tiring
to perform. Hence, the real-time control of the hand was
modified accordingly to the subject’s characteristics: both
fingers spread and wave in were linked to the opening of
the HANDi Hand and the wave out gesture was excluded

from the trials. This limited the number of hand gestures to
two: fist and fingers spread & wave in, allowing the subject to
perform the medium wrap grasp and to open the prosthetic
hand. On the other hand, this approach increased control
robustness, reduced mental and physical stress and made the
subject more confident. The time needed for subject 2 to
grasp an object is similar to the ones obtained by subject 1
and he performed all the 12 grasps without any classification
error.

IV. DISCUSSION

The results suggest the effectiveness of dexterous robotic
prosthetic hands based on cost-effective setups composed
of a 3D printed hand prosthesis and a myoelectric gesture
classifier (about 100 times less expensive than advanced
commercial products).

An increasing number of 3D printed hand prosthesis
models are now publicly available. The load and mechanical
robustness of commercial prostheses are often higher than
the ones provided by 3D printed devices. Nevertheless, 3D
printed hand prostheses can restore basic but essential hand
functionalities, improving the quality of life of subjects
with amputation. Despite being designed targeting scien-
tific research applications, the mechanical features of the
HANDi Hand allow it to perform several daily life activi-
ties. Furthermore, the HANDi Hand can provide contextual
information about both the prosthesis and the surrounding
environment. These additional sources of information can
be used in multimodal machine-learning-based myoelectric
control systems as well as to provide sensory feedback to the
user, with great potential also for a real use—for example,
the control algorithm can retrieve information about the
object to grasp from the in-palm camera and a mechanical
pressure proportional to the force sensed at the fingertips
can be provided as sensory feedback. On the other hand,
the technical problems experienced during the experiments
suggest that a few improvements are required to obtain a
sufficient level of robustness and reliability for a sustained
everyday life use.

The myoelectric control system was based on the Myo
armband and its gesture classifier. As previously suggested
in [17], this work shows that subjects with transradial ampu-
tation can use the Myo armband and its classifier to control
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a dexterous robotic hand prosthesis. The quality of the
control was different between the two subjects, mainly due
to clinical parameters such as remaining forearm percentage
(as reported in [21]). The system can also be improved
by applying customizable calibration and machine learning
techniques to the raw sEMG data acquired from the Myo.
This approach can give full control on a higher number
of hand gestures, making the system fully customizable
according to the characteristics of the subject.

The myocontrol system proposed in this study differs from
the approach usually implemented in commercial devices.
While in traditional control systems the grasp to be per-
formed is usually pre-selected by the user, in the proposed
approach the 3D printed prosthetic hand is controlled by
hand gestures. For instance, in the proposed control system
the opening and closing of the prosthesis are performed
with the fingers spread and fist gestures. According to the
test subjects, this approach makes the proposed control
system more intuitive than the ones usually implemented
in commercial devices, as suggested by the fact that both
subjects were able to successfully control the prosthetic hand
with a short training phase.

Subject 1 was able to perform all the four hand gestures
and grasping the objects with an average grasping time
of 2 seconds. The level of the amputation of subject 2
makes traditional myoelectric control a challenging task for
him. The difficulties in finding two optimal SEMG electrode
locations and the height of the amputation prevented him
from using a commercial myoelectric prosthetic hand. Nev-
ertheless, the control system based on the Myo classifier was
able to correctly and robustly distinguish between two sets of
hand gestures, allowing him to control the 3D printed hand
prosthesis.

Subject 1 is currently using a one DoF non-dexterous
myoelectric hand prosthesis whereas subject 2 a body-
powered device. The participants identified the ability to
perform various grasps and potentially move each finger
independently as a valuable advantage over the prostheses
they use in daily life.

V. CONCLUSIONS

The results are promising and suggest the feasibility
of dexterous robotic prosthetic hands based on affordable
setups. A 3D printed prosthetic hand was successfully con-
trolled by the classifier provided with the low-cost Myo
armband and used for daily life activities by 2 subjects
with hand amputation. The gesture recognition approach
implemented in the control system used in this study allowed
the automatic identification of the desired grasp quickly
(average grasping time below 3 seconds for most repetitions).
The system was customized following the characteristics and
needs of the subjects, allowing them to control up to 3 hand
grasps in addition to the gesture used to open the prosthetic
hand.

Several improvements can enhance the capabilities of the
proposed control system. The application of machine learn-
ing techniques to the raw SEMG data acquired from the Myo
can expand the capabilities of the myocontrol. Furthermore,
the additional information provided by the sensors embedded
in the HANDi Hand can be used to improve the control
strategy as well as to give sensory feedback to the subject.

Thanks to the increasing affordability of both the compo-
nents and devices, this technology is now more accessible
than in the past. The overall cost of the entire setup (ex-
cluding the acquisition laptop that can be easily replaced
by other devices such as a smartphone or even removed) is
approximately 800 euros. This fact highlights that the setup
used in this experiment can be reproduced and successfully
used even where the cost is a critical factor, such as in the
pediatric population, in developing countries and in research
groups with limited resources.
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