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Abstract. Glaucoma is an ophthalmic disease related to damage in the
optic nerve and it is without symptoms in its early stages. Left untreated,
it can lead to vision limitation and blindness. Eye fundus images have
been widely accepted by medical personnel to examine the morphology
and texture of the optic nerve head and the physiologic cup but glau-
coma diagnosis is still subjective and without clear consensus among
experts. This paper presents a multi-stage deep learning model for glau-
coma diagnosis based on a curriculum learning strategy. In curriculum
learning, a model is sequentially trained to solve incrementally difficult
tasks. Our proposed model includes the following stages: segmentation of
the optic disc and physiological cup, prediction of morphometric features
from segmentations, and prediction of disease level (healthy, suspicious
and glaucoma). The experimental evaluation shows that our proposed
method outperforms conventional convolutional deep learning models
from the state of the art reported on the RIM-ONE-v1 and DRISHTI-
GS1 datasets with an accuracy of 89.4% and an AUC of 0.82 respectively.
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1 Introduction

Glaucoma is one of the leading causes of vision loss and blindness worldwide [1].
It is defined as an increment of intraocular pressure producing morphological
changes in the optic disc (OD) and physiological cup (PC) affecting the abil-
ity of the optic nerve to transmit images to the brain [2]. The main problem
with glaucoma is associated with a delayed diagnosis causing an irreversible
damage to the eye [1,2]. The examination of the optic disc, physiological cup
and neuroretinal rim structures is important for an early detection and proper
treatment [1].

The ocular tonometry or measurement of intraocular pressure does not quan-
tify the damage or glaucoma progression [3]. Thus, a complete ophthalmoscopy
examination through an eye fundus image is widely used to grade and monitor



the disease [3,4]. Additionally, an accurate and objective diagnosis is required to
avoid the minimal damage to the eye structure [4]. Thus, the design of computer-
aided diagnosis models for automatic disease assessment is important to improve
the glaucoma detection and minimize the subjectivity in the diagnosis.

The cup-to-disc ratio (CDR) is the most typical morphometric feature used
in the diagnosis of glaucoma. However, locating and segmenting the OD or optic
nerve head (ONH) and the physiological cup are not easy tasks. Septiarini et
al. proposed an automatic glaucoma detection method extracting statistical fea-
tures from the intensity in ONH: the mean, smoothness and 3rd moment, and
using a k-nearest-neighbor algorithm as a classifier [5]. Pardha et al. reported a
region-based active contour model using multiple image channels and gray level
properties for optic disc and cup segmentations [4].

Deep learning models, such as Deep Convolutional Neural Networks (DC-
NNs) have been applied with success to different medical image analysis tasks
and, in particular, to automatically discriminate between glaucoma and non-
glaucoma patterns in eye fundus images. Al-Bander et al. presented an 8-layer
CNN model to automatically extract features of the optic disc from the raw
images and a linear Support Vector Machine (SVM) classifier to classify the
images into normal or glaucoma subjects [6]. On the other hand, Chen et al.
reported a deep learning model that contains four convolutional layers and two
fully-connected layers, where a dropout layer and data augmentation strate-
gies are used to improve the performance of glaucoma diagnosis [7]. In addition
to this, Orlando et al. fine-tuned two deep learning approaches: OverFeat and
VGG pre-trained from non-medical data for automated glaucoma detection on
the DRISHTI-GS1 dataset [8]. Sevastopolsky reported a DCNN for automatic
OD and PC segmentations, using a modification of the U-Net CNN tested on
the DRIONS-DB, RIM-ONE v.3 and DRISHTI-GS1 database [9]. Finally, Abbas
presented an unsupervised CNN architecture to extract the features and used a
deep belief network model to select the most discriminative deep features with
a softmax linear classifier to differentiate between glaucoma and non-glaucoma
retinal fundus image [10]. Despite the results obtained, these studies have only
been tested on a binary classification task, as many images are not clear cases
but in a continuum between healthy and glaucoma.

This paper presents a novel model for automatic analysis of eye fundus images
to support glaucoma diagnosis. The model is based on an end-to-end deep con-
volutional neural network. Deep convolutional neural networks have been highly
successful in solving several image analysis tasks. However, they require a large
number of labeled samples for training, which is not necessarily the case when
dealing with medical images. To mitigate this problem, we devised a curriculum
learning strategy that trains the network in stages that solve incrementally more
complex tasks [11]. The division of the problem into subtasks allows to better
train the different network modules even with a small number of samples. The
sequence of tasks is motivated by the current practice for glaucoma diagnosis
from eye fundus images by specialists who use morphometric measures estimated
from the optical disc and physiological cup segmentations. Thus, the proposed



deep learning method is composed of three stages: OD and PC segmentations,
morphometric feature estimation and glaucoma detection, which are sequentially
trained using a curriculum learning strategy.

The remainder of this paper is organized as follows: in Section 2, we give
a detailed description of the proposed method including the DCNN used for
automatic segmentation, the DCNN for extraction of Morphometric Features
(MF), and the multilayer perceptron neural network used for glaucoma diagnosis.
In Section 3 we define the experimental setup used to split the dataset and the
baseline methods to evaluate our proposed method. The results are reported for
the three tasks in Section 4. Finally, Section 5 discusses the results, presents the
conclusions and future work.

2 Methods

Figure 1 shows the architecture of the deep neural network model for auto-
matic analysis of eye fundus images to support glaucoma diagnosis. The model
is organized in three consecutive stages that are sequentially trained using a
curriculum learning approach, i.e. at each stage the training process focuses on
different learning goals. This learning strategy regularizes the optimization pro-
cess to converge faster, guiding the search towards better local minima [11]. The
network stages were designed following a process analogous to the one followed
by experts. The first stage performs the segmentation of the OD and PC using a
15-layer DCCN. The second stage uses as input the two segmentations generated
by the first stage, stacking a third image mask corresponding to the union of
the OD and PC segmentations to create a 3D-binary mask, which are fed to a
12-layers DCNN. The goal of this stage is to calculate different morphometric
features, which are generally used by experts to diagnose glaucoma. Finally, the
third stage applies a multilayer neural network to produce the final prediction
that classifies the input image into three possible classes: normal, suspicious or
glaucoma. The following subsections discuss the details of the three stages.

2.1 DCNN for Automatic Segmentation of Optic Disc and
Physiological Cup

The first stage of the model corresponds to a DCNN that receives as input an
RGB eye fundus image and calculates a segmentation of the OD and the PC.
The DCNN is based on a deep retinal image understanding (DRIU) model using
the last four sub-blocks called coarse feature maps [12], but with two additional
convolutional layers. The DRIU model contains 13 convolutional layers with
different filters sizes and 4 max-pooling layers [12]. The DRIU model is initialized
with VGG weights pretrained on ImageNet. It is fine-tuned for 10,000 epochs
with a learning rate of 1e − 6, which is gradually decreased as the training
process proceeds. A real time data augmentation strategy is implemented to grow
the training data. Class weights of 0.1 and 0.9 for background and foreground
respectively are used to handle the imbalance of the number of background pixels



Fig. 1. Block diagram used to segment binary masks (first block), to extract morpho-
metric features (second block), and to classify into healthy, suspicious and glaucoma
classes (third block).

(nor disc neither cup pixels) compared to foreground pixels (disc and cup pixels).
The coarse DRIU feature maps or the 4th, 7th, 10th and 13th convolutional
layers are extracted, stacked and up-sampled to generate a binary mask with size
224×224. A modification of the original DRIU was done adding two convolutional
layers in cascade with one-padding and kernels size of 3×3 and 1×1 to improve
resolution details at the optic and cup edges, without affecting the final size. The
model is trained using binary cross-entropy as loss function with ground-truth
segmentations of the OD and the PC provided by experts.

2.2 DCNN for Automatic Morphometric Estimation

The second stage takes as input the segmentations of the OD and the PC, along
with a third image corresponding to the union, to calculate 19 morphometric
features used by Perdomo et al. [13]. The 19 morphometric features can be
divided into four subsets: geometric, distances, axis and ratio. The geometric
subset contains areas and perimeters of OD and PC; the distance subset is
composed of the superior, inferior, nasal and temporal distances between the
OD and PC; the axis subset is defined by major and minor axis of the OD and
the PC, finally, the ratio subset includes the eccentricity of the OD and PC and
the five ratios between upper OD and PC parameters to seek disproportions and
relationships between optic disc and the physiologic cup [13].

The DCNN designed for automatic morphometric feature estimation is com-
posed of five convolutional, five pooling layers and two fully connected layers.
The four max-pooling and the global average pooling layers are non-linear size re-
ducers that are applied to reduce the spatial dimensions, to minimize overfitting
and the number of parameters in the model. Finally, the first fully-connected
layer connects all the neurons obtained from the global average-pooling layer
with 512 neurons to the next fully-connected layer with the number of morpho-



metric features to predict. The model is trained using mean absolute error as the
loss and, morphometric features directly predicted from the OD, PC and union
segmentations as ground-truth.

2.3 Multilayer Perceptron for Glaucoma Classification from
Morphometric Features

The final stage corresponds to a multilayer perceptron (MLP) that receives as
input the 19 morphometric features and classifies them into three possible classes:
normal, suspicious or glaucoma. The MLP is composed of two fully-connected
layers with 64 hidden and 3 output units. The batch size, number of epochs and
initial learning rate used were explored using a grid search strategy, the best
performing parameters found experimentally were 16, 500 and 0.01 respectively.

3 Experimental setup

3.1 Eye Fundus Image Databases for Glaucoma Detection

The DRISHTI-GS1, RIM-ONE v1 and RIM-ONE v3 databases are used in this
study [14,15]. The DRISHTI-GS1 dataset has been acquired and labeled as
healthy and glaucomatous by Aravind Eye Hospital (India), and it contains 101
color fundus images distributed in two subsets: 50 images for training, and the
51 remaining for the testing subset [14]. RIM-ONE v1 and RIM-ONE v3 focus
on optic nerve head segmentation for glaucoma detection with manual reference
segmentations as gold standard with 455 and 159 images respectively, created by
ophthalmologists from the Department of Ophthalmology at the Hospital Uni-
versitario de Canarias in Spain [15]. The RIM-ONE v1 dataset was labeled ac-
cording to a binary classification (healthy vs. glaucomatous), and RIM-ONE v3
was labeled as a 3-class classification problem (healthy, suspicious and glau-
coma).

The proposed method was evaluated in 2 setups: binary-classification task
(DRISHTI-GS and RIM-ONE v1) and 3-class classification (RIM-ONE v3). Ad-
ditionally, the proposed method used a stratified sampling to randomly divide
two RIM-ONE datasets into three subsets with 60%, 10% and 30% for each class
that correspond to training, validation and test sets respectively.

3.2 Evaluation

The proposed method used several performance metrics in each stage. The OD
and PC segmentations stage were assessed with the Jaccard index and the Dice
coefficient. The MF estimation stage was evaluated using the Mean Average
Percentage Error (MAPE) among all the predicted MFs. Moreover, the MFs
calculated from the OD and PC segmentations by the experts called Real Mor-
phometric Features (RMFs) were compared to the Estimated Morphometric Fea-
tures (EMFs) or the MFs calculated from the OD and PC segmentations by the



first stage as reported in Table 1. Finally, the complete proposed method for
glaucoma detection was evaluated using accuracy, sensitivity, specificity, Area
Under the Curve (AUC), precision, recall, f-score, Kappa coefficient, and Over-
all Accuracy (OA) performance metrics reported on the test sets.

For the binary task, a combination of an 8-layer CNN model and a linear
SVM applied to RIM-ONE v1 [6], and a fine-tuning of VGG pre-trained on Ima-
geNet applied to DRISHTI-GS1 [8] were chosen as binary-classification baseline
models, as reported for the test set in Table 2. The end-to-end data-fusion deep
learning model that combines raw color fundus images and RMFs was chosen as
the 3-class classification baseline [13] on the RIM-ONE v3 dataset. Furthermore,
a DCNN feeding with color fundus images and a 3D-binary mask described in
Section 2 was compared to the proposed method. The proposed approach was
implemented with Keras? using a GeForce GTX TITAN X from NVIDIA.

4 Results

The best performance of the proposed model for OD and PC segmentations (first
stage) was obtained with a learning rate of 1e−6, a batch size of 2, a number of
samples per epoch of 300, and a number of epochs of 10.000. The Jaccard index
(JI) and Dice coefficient (DC) were monitored during training in the first stage
(not reported here), and these parameters were evaluated on the test set for OD
segmentation with of JI = 0.9975 and DC = 0.9987 of, and PC segmentation
with JI = 0.9983 and DC = 0.9991 respectively.

For the second stage, the EMFs presented a MAPE during training of 3.57%,
and a MAPE in the test set of 6.30% compared to RMFs. Table 1 presents a
comparison between the RMFs and EMFs for 3-class classification on the RIM-
ONE v3 dataset using SVM and Random Forest (RF) classifiers as reported
in [13].

Table 1. Performance measures for the RMFs and EMFs on the test RIM-ONE v3
dataset, bold values show the best score for each performance metric.

Method Source Precision Recall f-score Kappa OA

SVM [13] RMFs 0.63 0.56 0.55 0.35 0.66
RF [13] RMFs 0.64 0.57 0.58 0.37 0.65
SVM EMFs 0.54 0.41 0.39 0.23 0.57
RF EMFs 0.60 0.64 0.61 0.35 0.64

Finally, we evaluated the proposed method with baseline methods for binary
and 3-class classifications (third stage) as reported in Tables 2 and 3 respec-
tively. These tables present the comparison between the methods, information
sources and performance metrics evaluated in classification tasks for the two
experimental setups respectively.

? http://keras.io



Table 2. Binary-classification performance metrics for baseline models and the pro-
posed method on the test data set. The bold values show the best score for each
performance metric.

Method Source Accuracy Sensitivity Specificity AUC

Al-Bander et al. [6] RGB 0.882 0.85 0.908 –
Orlando et al. [8] RGB – – – 0.763
Proposed method RGB 0.894 0.895 0.889 0.82

Table 3. Comparison of performance metrics for 3-class classification for baseline
models and the proposed method on the test dataset. The bold values show the best
score for each performance metric.

Method Source Precision Recall f-score Kappa OA

DCNN + RMF [13] RMF,RGB 0.46 0.56 0.50 0.42 0.68
DCNN RGB 0.48 0.55 0.51 0.20 0.55
DCNN OD -PC-Union 0.60 0.60 0.59 0.29 0.60

Proposed method RGB 0.76 0.72 0.69 0.48 0.70

5 Discussion and Conclusions

We present a novel method for automatic glaucoma assessment from eye fundus
images based on DCNNs. The results show that our method is competitive with
the best results reported for each dataset: RIM-ONE-v1 accuracy of 89.4% vs.
88.2% reported by [6], and DRISHTI-GS AUC of 0.82 vs 0.76 reported by [8],
as shown in Table 2. The most remarkable characteristic of this model is its
architecture and training strategy. The model is organized in stages that follow
a conventional process for glaucoma diagnosis based on the calculus of morpho-
metric features. The multistage architecture allows us to train the model using
a curriculum learning approach, which gradually trains the model to accomplish
subtasks with increasing complexity. This approach allows training a complex
deep learning model with a reduced set of training samples, resulting in an im-
proved performance of the model that was corroborated by the experimental
evaluation. In particular, the experimental results showed that the multistage
architecture along with the curriculum training, produces better results than
conventional DCNNs, as reported in Table 3. The resulting model being end-
to-end, it is able to directly produce a prediction from the input image without
requiring a manual intermediate segmentation required by the conventional di-
agnosis protocol from eye fundus images.

The work shows that it is possible to involve domain knowledge in deep learn-
ing models. Additionally, intermediate results produced by the model (segmen-
tations and morphometric features) can help the interpretability of the model
predictions, making them more useful in support of the diagnosis process. We
hypothesize that this approach can be extended to other medical image analysis
applications and exploring this hypothesis will be the focus of our future work.
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