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A B S T R A C T

Traditional studies of memory and object recognition involved objects presented within a single sensory modal-
ity (i.e., purely visual or purely auditory objects). However, in naturalistic settings, objects are often evaluated
and processed in a multisensory manner. This begets the question of how object representations that combine in-
formation from the different senses are created and utilised by memory functions. Here we review research that
has demonstrated that a single multisensory exposure can influence memory for both visual and auditory objects.
In an old/new object discrimination task, objects that were presented initially with a task-irrelevant stimulus in
another sense were better remembered compared to stimuli presented alone, most notably when the two stimuli
were semantically congruent. The brain discriminates between these two types of object representations within
the first 100 ms post-stimulus onset, indicating early “tagging” of objects/events by the brain based on the nature
of their initial presentation context. Interestingly, the specific brain networks supporting the improved object
recognition vary based on a variety of factors, including the effectiveness of the initial multisensory presenta-
tion and the sense that is task-relevant. We specify the requisite conditions for multisensory contexts to improve
object discrimination following single exposures, and the individual differences that exist with respect to these
improvements. Our results shed light onto how memory operates on the multisensory nature of object represen-
tations as well as how the brain stores and retrieves memories of objects.

1. Introduction

Imagine that you are at a cocktail party and you are being intro-
duced by a friend to a group of strangers. Let's call them Sarah, Kim
and Deborah. Your friend introduces you and tells the group that you
are a cognitive neuroscientist who is visiting town. During the next two
minutes, you exchange a few sentences with Sarah. During the same
two minutes, you will only see Kim smiling politely when shaking your
hand, and you will not happen to hear Deborah introducing herself to
you, as someone behind her will shout loudly to his friend standing in
the other corner of the room (Fig. 1).⁠1 A week after this cocktail party

you are at a different gathering, where you once again see Sarah, Kim,
and Deborah. Whose face you will recognise more easily?

Psychophysical, neurophysiological, and human brain imaging re-
search over the last 40 years has greatly advanced our understanding of
the cognitive and brain mechanisms that support perception and mem-
ory as well as the interactions that they share in everyday situations
(Constantinescu et al., 2016; Gazzaley and Nobre, 2012; Mahon and
Caramazza, 2011; Summerfield and de Lange, 2014). In such every-
day situations, when we encounter a new person or a new object,
information about them is typically conveyed by more than a sin-
gle sense. Indeed, under such multisensory circumstances, profound
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changes in behaviour and perception can be elicited, and these changes
are accompanied by striking changes in the patterns of brain activa-
tion and the networks that are engaged. Auditory-visual multisensory
processes have been identified throughout functional cortical hierar-
chies, including primary cortices (reviewed in Murray et al. (2016a)) in-
fero-temporal and superior temporal regions (reviewed in Lewis (2010)
for the case of auditory-visual object processing) as well as prefrontal
regions (reviewed in Murray and Wallace (2012)). Although much em-
phasis has been placed on behavioural and perceptual processes, recent
work has also shown that the presentation of sensory stimuli in a mul-
tisensory manner can also have profound effects on our memories, and
provide important clues as to why you can recognise Sarah better than
her friends on your second meeting in the example provided above. In
the current review, we discuss the evidence that multisensory context
can improve unisensory object discrimination even after a single expo-
sure. We then specify the requisite conditions for such improvements as
well as the individual differences therein. Lastly, we place the reviewed
behavioural and brain imaging findings within the broader literature on
multisensory learning and discuss the importance of considering multi-
sensory contributions when creating accurate models of object percep-
tion and memory.

While the experimental paradigm that we have employed has been
described in detail previously (Thelen and Murray, 2013; for a sum-
mary, see Fig. 2a), we summarise it here briefly. We employed a con-
tinuous recognition task, in which on each trial participants have to in-
dicate as quickly and accurately as possible whether they saw a given
object for the first (“new”) or second (“old”) time. Across different vari-
ations of this paradigm utilised in a number of studies over the years,
stimuli within one sense (e.g. vision) would always be task-relevant,
while stimuli in another sense (e.g. audition) would always be task-ir-
relevant. The initial and repeated trials were always equally probable,
and across all trial types the number of unisensory and multisensory tri-
als were also equally probably distributed. While it was the case that
some of our early work involved a paradigm where multisensory infor-
mation was only presented on initial trials, subsequent work has repli-
cated effects even when rendering the multisensory content uninforma-
tive about the task-relevant dimension (i.e. whether an object was pre-
sented for the initial or repeated time). In this line of research, the ef-
fectiveness of three distinct multisensory contexts in improving mem-
ory has been assessed: 1) a semantically congruent context – where
the task-relevant and task-irrelevant stimuli represent the same object
(e.g., a drawing of a cow combined with a sound “moo”), 2) a mean-
ingless-association context – where the task-relevant stimuli are paired
with tones or noises, and 3) a semantically incongruent context – where
the task-relevant and task-irrelevant stimuli represent different objects.

By manipulating the number (and type) of senses actively engaged,
the nature of the relationship between the stimuli across the two senses,
as well as their task-relevance, our paradigm sought to more closely em-
ulate information processing in naturalistic environments. This evidence
(and more recently that from other independent laboratories) has pro-
vided novel insights into the behavioural and brain mechanisms guiding
memory and information processing in everyday situations. The over-
all message from these studies is that memory for objects is generally
improved when the information is first encountered in a multisensory
manner.

1 Please note that while this scenario may provide a good approximation of the
multisensory effects on memory, the more social and attention-demanding nature of
person-to-person interactions render it somewhat different from the paradigm/s we have
focused on in this review.

Fig. 1. A cartoon of a cocktail party setting. This is a typical scenario where multisensory
information that is synchronous, co-localised and semantically-congruent co-occurs with
information that is none of these. It is also exemplary of a scenario where information
must be learned for later recognition in a different context.

2. Which multisensory contexts improve memory?

In our paradigm, the benefits on object memory of having informa-
tion presented in a multisensory manner are generally observed as im-
proved discrimination accuracy. Reaction times (RTs) showed no sim-
ilar benefits (e.g., Lehmann and Murray, 2005). When the initial mul-
tisensory presentation (and encoding) involved semantically congruent
pairings, robust memory improvements were observed on subsequent
retrieval. These improvements were observed across studies employ-
ing different stimulus and paradigm parameters that balanced the oc-
currence of multisensory information on initial and repeated presen-
tations, and distinct brain mapping methods. For example, these im-
provements in discrimination were seen in Murray et al.’s (2005) fMRI
study, despite the presence of scanner noise that arguably could have
interfered with the ability to perceive/encode the task-irrelevant sounds
and also extended the usual item repetition lag of 5 s (used in the psy-
chophysical and EEG studies) up to 50 s to accommodate inter-trial in-
tervals necessary due to the constraints of fMRI data acquisition (see
Table 1). Across studies, the observed benefits for semantically con-
gruent multisensory pairings on memory performance ranged from a
gain of 2.5–9% over performance on unisensory visual or auditory tri-
als (also Fig. 2b). Where the study design enabled the calculation of
a more rigorous measure of sensory processing (the perceptual sen-
sitivity parameter, d′, Macmillan and Creelman, 2004), these multi-
sensory benefits were found to be even larger (i.e., 12% performance
memory improvement; Matusz et al., 2015b). Overall, these improve-
ments have been seen across 6 studies involving more than 100 par-
ticipants and exhibiting effect sizes ranging from small to large (η⁠2

⁠p
=0.14–0.63; see Table 1 of Thelen and Murray, 2013 for details; see
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Fig. 2. a. Schematic of the multisensory continuous recognition task. When vision is the
task-relevant sensory modality, the participant indicates if the image is being presented
for the first or a repeated time. Initial presentations are divided between those that are
unisensory visual and those which are multisensory. The multisensory context varies ac-
cording to the semantic content of the sound (here congruent, meaningless, or incongru-
ent). Repeated presentations are exclusively visual and therefore differ only in how they
had been initially experienced (denoted by V-, V+c, V+m, and V+i). In a block of trials,
all of these stimulus conditions are inter-mixed. b. Summary of behavioural findings. Ac-
curacy for the various repeated presentations are displayed. The blue lines refer to studies
where the task was performed in the visual modality, while green lines refer to studies
where the task was performed in the auditory modality. Across studies, it can be seen that
stimuli that had been initially presented in a semantically congruent multisensory context
result in higher accuracy than stimuli that had only been experienced in a unisensory con-
text. Other had-been multisensory contexts generally result in no difference or even per-
formance impairment relative to the unisensory context.

also Moran et al. (2013); for similar size of effects in studies involv-
ing setups with separate exposure and recall, see Heikkilä et al. (2015),
Heikkilä and Tiippana (2016), Naghavi et al. (2011), Ueno et al.
(2015)).

In contrast to when multisensory stimuli were semantically congru-
ent, if the initial pairing is semantically incongruent, the typical re-
sult is memory impairments relative to when stimuli are initially pre-
sented in a unisensory manner, with the impairments ranging from be-
tween a 4% and 16.5% decrease in discrimination accuracy (Fig. 2b).
Similarly, if the initial presentations involved pairings with meaningless
task-irrelevant information, performance decrements of 3–4% were typ-
ically seen (Fig. 2b). Intriguingly, for these meaningless pairings, perfor

Table 1
Factors influencing memory improvements based on multisensory processes.

Factor Description

Sufficiency for
memory
improvement? Support

Implicitness The
multisensory
nature of the
stimuli is task-
irrelevant.

✓ Murray et al.
(2004,
2005);
Gottfried et
al. (2004);
Lehmann
and Murray
(2005);
Naghavi et
al. (2011);
Moran et al.
(2013);
Thelen et al.
(2012,
2015);
Thelen et al.
(2014);
Matusz et al.
(2015a);
Heikkilä et
al. (2015,
2016)

Continuous
recognition

Study and test
items are
intermixed.

✓ Murray et al.
(2004,
2005);
Lehmann
and Murray
(2005);
Thelen et al.
(2012,
2015);
Moran et al.
(2013);
Thelen et al.
(2014);
Matusz et al.
(2015a)

Single-trial Initial
multisensory
presentations
occur once.

✓ Murray et al.
(2004,
2005);
Lehmann
and Murray
(2005);
Naghavi et
al. (2011);
Thelen et al.
(2012,
2015);
Moran et al.
(2013);
Thelen et al.
(2014);
Matusz et al.
(2015a)
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Table 1 (Continued)

Factor Description

Sufficiency for
memory
improvement? Support

Semantic
congruence

The initial
presentation
consists of
stimuli referring
to the same
object.

✓ Murray et al.
(2004,
2005);
Lehmann
and Murray
(2005;
Exp2);
Naghavi et
al. (2011);
von
Kriegstein et
al. (2006);
Moran et al.
(2013);
Thelen et al.
(2015);
Matusz et al.
(2015a);
Ueno et al.
(2015);
Heikkilä et
al. (2015,
2016)

Object-ness The stimuli
involve
naturalistic or
schematized
images/sounds
or visual/
spoken object
labels

✓ Murray et al.
(2004,
2005);
Gottfried et
al. (2004);
Lehmann
and Murray
(2005); von
Kriegstein et
al. (2006);
Naghavi et
al. (2011);
Thelen et al.
(2012,
2015);
Moran et al.
(2013);
Thelen et al.
(2014);
Matusz et al.
(2015a);
Ueno et al.
(2015);
Heikkilä et
al. (2015,
2016)

Table 1 (Continued)

Factor Description

Sufficiency for
memory
improvement? Support

Variation in
multisensory
pairings

Stimuli in the
task-irrelevant
sense vary
across trials

?⁠a Murray et al.
(2004,
2005);
Gottfried et
al. (2004);
Lehmann
and Murray
(2005;
Exp2); von
Kriegstein et
al. (2006);
Naghavi et
al. (2011);
Thelen et al.
(2012,
2015);
Moran et al.
(2013);
Thelen et al.
(2014);
Matusz et al.
(2015a);
Ueno et al.
(2015);
Heikkilä et
al. (2015,
2016)

Duration/time Time interval
between initial
and repeated
item (in
continuous
recognition)

Within the
same block/
up to 1 min

Murray et al.
(2004,
2005);
Lehmann
and Murray
(2005;
Exp2);
Thelen et al.
(2015);
Moran et al.
(2013);
Thelen et al.
(2014);
Matusz et al.
(2015a)

Persistence
over multiple
intervening
items

Benefits extend
beyond a single
intervening item
(in continuous
recognition)

Average 13±3
items

Murray et al.
(2004,
2005);
Lehmann
and Murray
(2005;
Exp2);
Thelen et al.
(2015);
Moran et al.
(2013);
Thelen et al.
(2014);
Matusz et al.
(2015a);

Persistence
over multiple
sessions

Benefits extend
beyond a single
testing session
(in continuous
recognition)

? –
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Table 1 (Continued)

Factor Description

Sufficiency for
memory
improvement? Support

Physical vs.
conceptual
initial-
repeated
semantic
congruence

Initial and
repeated
presentations
are physically
identical or
refer to the
same object,
parametrically
varying
semantic
relatedness

? –

a This factor exhibits high inter-individual variability.

mance was highly variable across individuals. Thus, approximately half
of the tested participants demonstrated memory improvements follow-
ing these meaningless initial contexts, and these improvements were
seen for both visual and auditory memory.⁠2 For visual memory, the im-
provements ranged between 0.5% and 7% (Thelen et al., 2014), while
for auditory memory these gains were between 2.5% and 10.8% (Thelen
et al. 2014, Supplemental Information). These findings suggest that mul-
tisensory pairings involving merely the simultaneity of stimulus onsets
across the senses may only be weakly effective in supporting object
memory (cf., De Meo et al., 2015; Murray et al., 2016a, 2016b; ten
Oever et al., 2016 for reviews on the role of audiovisual simultaneity de-
tection in modulating instantaneous perception and selective attention).
We discuss these results in more detail below in the section on individ-
ual differences (Section 3).

To summarise, in a continuous discrimination paradigm, the initial
presentation of stimuli in a multisensory context (as opposed to unisen-
sory), whether congruent or incongruent, has significant influence on
memory performance. Across studies, we have identified several requi-
site conditions under which initial multisensory presentation improve
memory (Table 1). These conditions, and the effects that we observed
as they were manipulated, challenge some of the basic tenets of tra-
ditional models of memory. First, one of the most established findings
in this domain is that memory performance is best in situations where
the encoding and retrieval contexts are identical (Baddeley et al., 2009;
Smith and Vela, 2001). Our results strongly suggest that those findings
hold true mainly, if not exclusively, in unisensory settings. Naturalistic
environments, whether it be a classroom or a cocktail party, are typi-
cally multisensory in nature. According to our results, in such naturalis-
tic environments, any memory benefits can be further enhanced in cases
where the encoded object stimulated multiple senses. If the signal in the
other sense semantically matches the identity of the object presented in
the task-relevant sense and, thus, activate presumably long-term mem-
ory associations, these benefits will likely be visible in all individuals.
We would emphasize that attention was always focused on one sense ex-
clusively. Yet, the benefits of multisensory presentations were nonethe-
less observed and thus can be considered implicit. This highlights the
efficacy of multisensory processes in influencing object memory even in
situations where they occur outside of the focus of selective attention.

An important issue is to what extent these memory benefits are spe-
cific to multisensory presentations. To our knowledge, this has not yet
been specifically investigated with a continuous recognition paradigm
similar to that which we have used. That said, there are behavioural

2 We would note that a similar degree of inter-individual variability is observed with
semantically incongruent pairings, though to date this has not been specifically
investigated with brain mapping/imaging methods.

data in cats showing that performance enhancements are greater for
multisensory than for unisensory redundancy (Gingras et al.,
2009). Likewise, multisensory benefits were found to be greater than
unisensory benefits during a masked letter identification task in hu-
mans (Chen and Spence, 2011). Finally and most germane are data from
two studies. One study had non-human primates performing a delayed
match-to-sample task (Gibson and Maunsell, 1997). They showed that
the propensity of selective delay period activity at IT neurons was sig-
nificantly greater for multisensory than for unisensory learned associ-
ations. The other study had human participants perform a recognition
memory task with separate learning and memory phases (Heikkilä et al.,
2015). Semantic congruence at encoding was beneficial for later recog-
nition memory when the materials were multisensory, but not when
they were unisensory visual. Collectively these results, alongside our
own data, would support an account based on multisensory processing.

Multisensory interactions based on temporal relations (i.e., onset si-
multaneity) or on well-learned associations can influence memory de-
spite the multisensory aspect being task-irrelevant and thus outside the
goals of the observer. The presence of these multisensory-based mem-
ory benefits has important clinical implications for treatment and re-
habilitation of memory and sensory disorders (e.g. Johansson, 2012;
Baum et al., 2015), and, thus, an important question is how general-
isable these results are. Our ongoing work, which demonstrated a link
between the strength of multisensory benefits on a simple reaction time
task and a degree of preservation of higher-level functioning assessed
with a standardised questionnaire in individuals with a mild cognitive
impairment, is focusing specifically on this question (Eardley et al.,
in preparation). While we discuss the prerequisite conditions for these
memory modulations to occur in Section 3, we will now discuss how the
observed memory effects change as a function of the task-relevant sense.

The last several years have seen a growing interest in the role of
the task-relevant sense as a bottom-up factor modulating multisensory
processing (Romei et al., 2009, 2013; Schmid et al., 2011). Auditory
object memory is generally reported to be weaker than visual mem-
ory (Cohen et al., 2009; Yuval-Greenberg and Deouell, 2007, 2009).
This poses an important question of whether benefits from encoding
stimuli in a multisensory context would be larger for auditory than
visual memory. Such a finding would be similar to observations that
stronger benefits of multisensory processing are frequently observed in
situations in which the inputs are weakly effective (“inverse effective-
ness principle”, Crosse et al., 2016; Jiang et al., 2001; Stevenson et al.,
2014; Stevenson and James, 2009; Wallace, 2004; Wallace et al., 2006;
Wallace et al., 1998; Wallace et al., 2004). Evidence in support of this
notion was found in one of our studies (Thelen et al., 2015), where the
same group of participants performed the old/new task first with visual
and then with auditory objects as task-relevant objects, or vice versa.
As in other studies (Cohen et al., 2009; Yuval-Greenberg and Deouell,
2007, 2009), auditory memory was generally much weaker than visual
memory (67% vs. 92% accuracy, respectively). Similarly to our previ-
ous studies, we found memory benefits that were exclusive for seman-
tically congruent pairings, and that were seen for both vision and hear-
ing. Notably, the auditory memory benefits were approximately four
times larger than the visual benefits (i.e., 8.8% vs. 2.2% improvement
in object discrimination). Because a very similar setup was used across
the two tasks within the same individuals, our findings strongly sug-
gest that the rule by which pairings involving “less effective” inputs trig-
ger stronger multisensory processing extends beyond immediate behav-
ioural and perceptual benefits, and can also strongly impact future per-
ception and behaviour. Some research investigated if benefits of mul-
tisensory memory extend to touch (Lehmann and Murray, 2005) and
smell (Gottfried et al., 2004), but more systematic research is required
to draw strong conclusions about the generalisability of the benefits of
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multisensory memories across the different sensory systems. Likewise, it
will be essential to equate baseline performance on tasks in all sensory
modalities before more fully invoking inverse effectiveness as an expla-
nation for larger memory benefits on the auditory than visual task in
our studies.

3. Brain correlates of implicit multisensory benefits in memory

The majority of our brain mapping studies has focused on the net-
works involved in visual memory but all our studies employed the con-
tinuous old/new recognition paradigm described above (see Fig. 2b).
In this section, we focus exclusively on brain responses elicited by re-
peated object presentations. Across both ERP and fMRI methods, por-
tions of the lateral occipital cortex (LOC) were found to respond more
strongly to naturalistic visual objects that had been initially accompa-
nied by semantically congruent sounds (when compared to repeated im-
aged that were never presented together with sounds). More specifi-
cally, in the ERP study (Murray et al., 2004) we established that dis-
tinguishable brain networks (viz. ERP topographic differences) become
active already within the first 60–135 ms post-stimulus (subsequent ef-
fects were also observed at ~210–260 ms and 318–390 ms). Source es-
timations identified the LOC as responding significantly more strongly
towards visual objects previously presented in a semantically congruent
multisensory context (see Fig. 3).

Subsequently, we have compared memory for objects presented only
visually with that for objects presented initially in a meaningless multi-
sensory context. That is, visual objects were all paired with the same,
single tone (Lehmann and Murray, 2005) or each visual object was
paired with a distinct tone (with tones modulated in their spectral
composition, amplitude envelope and waveform type; Thelen et al.,
2012). As highlighted above, such situations led to significant mem-
ory impairments when measured across the group of studied partici-
pants (Lehman and Murray, 2005; Thelen et al., 2012). In Thelen et
al. (2012), ERP differences between objects initially presented exclu-
sively visually and those presented in a multisensory manner (here with
meaningless tones) began at ~100 ms post-stimulus. As in Murray et al.
(2004), these effects were driven by changes in the ERP topography,
rather than the strength of activation of the electric field at the scalp,
suggesting that changes in the underlying sources were responsible for
distinct memory performance. Source estimations of these differences
were localised to a small cluster within the right LOC (as in Murray et
al. (2004)) and a larger cluster in the right posterior superior tempo-
ral sulcus (pSTS). However, in Thelen et al. (2012) the LOC brain ac-
tivity was weaker in the had-been multisensory when compared with
the had-been unisensory condition, contrasting with the earlier study of
Murray et al. (2004) where multisensory pairings had been semantically
congruent. Responses in the pSTS were significantly stronger for the
had-been multisensory than had-been unisensory condition. The brain
distinguished between these two presentation types again at later stages
(270–310 ms), with differences visible in the ERP topography and with
source estimates in this time-period localised within the right middle
temporal cortex. Notably, the strength of the activity within the right
middle temporal cortex over the 270–310 ms period was directly related
to the magnitude of performance impairment (r⁠(10)=0.627; p=0.029;
cf. Fig. 3 in Thelen et al., 2012). Together, these findings suggest that
the set of brain areas activated during the visual memory task is mod-
ulated by the effectiveness of a given multisensory encoding context on
unisensory memory performance, rather than by the simple presence of
the preceding multisensory context.

The benefits of multisensory processing for (episodic) memory for
auditory objects seem to be supported by a relatively different set
of brain areas and possibly altogether different brain mechanisms. In
Matusz et al. (2015b), our participants discriminated naturalistic sounds
that could be accompanied by semantically congruent images

or scrambled versions of these images and abstract figures. Notably, as
in our purely behavioural study (Thelen et al., 2015), the multisensory
benefits elicited in auditory memory by the initial presentation of ob-
jects in a semantically congruent multisensory manner were stronger
than those for visual memory. We found that, yet again, the brain dis-
tinguished between objects based on their initial context at very early
time points following stimulus presentation (i.e., 35–85 ms post-stimu-
lus; see Fig. 3). However, the effect of initial context on auditory mem-
ory involved the right superior temporal cortex (rSTC), the right intra-
parietal cortex (rIPC), the right inferior occipital cortex, and left frontal
cortex. Critically, the superior temporal and intraparietal cortices were
those areas modulating in a manner that mapped on to changes in mem-
ory performance. Notably, the direction of these modulations was oppo-
site to those found in the visual task in Murray et al. (2004). That is,
the activity within these two brain areas was suppressed most strongly
for multisensory congruent pairings compared to either auditory-only
stimuli or multisensory meaningless pairings. This effect resembled the
“response suppression” mechanism (Bergerbest et al., 2004; Murray et
al., 2008) frequently reported as underlying short-lived learning effects
within the auditory cortices. In Section 5, we discuss the implications of
these findings for furthering our understanding of how objects are rep-
resented and accessed.

4. Individual differences in who benefits from multisensory
contexts

Profound inter-individual differences were seen in our paradigm
with healthy adults. When we analysed the results of our studies involv-
ing initial meaningless multisensory contexts in more detail (Thelen et
al., 2014), a bimodal distribution of behavioural effects was observed.
Specifically, a roughly equal proportion of participants improved as
were impaired both when the task was visual and when it was auditory.
Despite differences in timing, the same brain region (the intraparietal
cortex; IPC) appeared to be a critical node in differentiating between in-
dividuals who were improved or impaired across both visual and audi-
tory memory tasks. Importantly, there was no evidence for differences
in how these groups of individuals processed unisensory, either visual
or auditory, information. Current efforts by our lab are underway to
better understand the nature of these differences. For example, do the
groups differ because some individuals simply cannot help but integrate
all multisensory events, while others are more capable of filtering out
task-irrelevant information? It is important to point out that the groups
did not differ in their overall performance (either accuracy or reaction
time), which would run counter to an explanation based on differences
in general distractibility. These points notwithstanding, the latency of
the brain effects reported in Thelen et al. (2014) suggests that the un-
derlying mechanism may be more reliant on how strongly multisensory
simultaneity affected the selective attention of the observers towards the
task-relevant unisensory stimuli. What requires further investigations is
what specifically led IPC, a brain area well known to be involved in se-
lective attention, as well as a critical hub for multisensory processing
(Werner and Noppeney, 2010), to show stronger activity for those who
benefited the most from the multisensory context of the initial stimu-
lus encounter (and conversely showed weaker activity for those whose
memory was impaired).

An important related domain of active inquiry by our group focuses
on the hypothesis that an individual's capacity to integrate multisensory
information, such as during a simple detection task, may directly scale
to how an individual makes use of multisensory experiences to facili-
tate object recognition and memory. In other words, is one's ability to
benefit from multisensory contexts during a memory task based on a
more general capacity to integrate multisensory signals, such as simple
beeps and flashes presented simultaneously at the same location? One
limitation of our prior work is that all data came from different compo
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Fig. 3. Typical ERP findings showing differences between responses to unisensory stimuli (visual on the left side of the figure and auditory on the right side of the figure) according
to whether they had been initially encountered in a semantically congruent multisensory context or unisensory context (V+c/A+c and V-/A-, respectively). The uppermost row shows
ERPs from a right parieto-occipital electrode (P8) and fronto-central electrode (FCz). The shaded region shows periods of significant modulation. The middle row shows that these ERP
modulations were due to topographic differences between conditions. Topographic maps are displayed on a flattened projection of the electrode montage, with nasion upward and the left
hemisphere on the left. Red colours indicate positive potential, and blue colours indicate negative potential. The lowermost row shows loci of significant differences in distributed source
estimations. For the visual task, stronger source activity was observed for V+c than V- within the right LOC. For the auditory task, stronger source activity was observed for A+c than A-
within the right STC. Full details can be found in the original publications (Murray et al., 2004; Matusz et al., 2015b).

nents of the same paradigm (i.e. initial vs. repeated exposures during
a continuous recognition task). Thus, it is unknown if links between
multisensory processes persist when measured using two or more dis-
tinct tasks (each with their own stimulus set, goals, and attentional de-
mands). Also, we do not know the extent to which any links in multi-
sensory integrative capacity manifest specifically at behavioural and/or
brain levels. Thus far, we have demonstrated a link between brain ac-
tivity at one point in time and behaviour at a subsequent time point on
the same task. Initial findings indeed point to links between behaviour

on a simple detection task and a standardized questionnaire indexing
memory function (the mini mental state examination; Eardley et al.,
submitted).

5. Cognitive mechanisms by which multisensory contexts improve
memory

Before we draw more general conclusions from our findings, we
have to note that our paradigm investigates a very specific but etholog
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ically relevant situation. Namely, the task we utilise focuses on episodic
memory (Have you seen this object before in this experimental block?), and
the effectiveness of the processes underlying this memory system is in-
vestigated as a function of multisensory processes that are triggered
likely outside of the observer's attentional focus (at least in many of
our participants). Additionally, we have studied these processes pre-
dominantly with naturalistic objects (sounds and schematic drawings),
thus likely triggering associations based on long-term, semantic asso-
ciations between visual and auditory attributes of real-world objects,
such as animals or tools (Beauchamp et al., 2004; Laurienti et al., 2004;
Mahon and Caramazza, 2011; Werner and Noppeney, 2010). The nature
of the processes engaged in our paradigm needs to be borne in mind
when interpreting the observed brain and behavioural results and plac-
ing and interpreting them within the wider background of other stud-
ies on learning and memory in multisensory environments. This clarifi-
cation helps to situate our findings within the broader literature of re-
search on memory on the one hand and multisensory processing on the
other.

One needs to distinguish our findings from those that have focused
on the effortful encoding of components of new pairings (where the
information presented in both sensory modalities is task-relevant; e.g.
Nyberg et al., 2000; Wheeler et al., 2000; Von Kriegstein and Giraud,
2006). In these earlier works, there were discrepant findings regard-
ing the benefit of semantically congruent multisensory contexts on later
unisensory memory. By contrast, in our paradigm, the encoding process
was done with the focus on a single task relevant sense. Thus the mem-
ory effects should have tapped, to some extent, bottom-up and stimu-
lus-driven multisensory processes and as such should reveal the fuller
impact of semantic congruence on memory. Here, presentations that
engaged semantic memory improved episodic memory much more ro-
bustly than those that engaged processes triggered by audiovisual simul-
taneity detection alone. This pattern of results is in line with the bene-
fit of activating other-modality representations of a given object within
long-term semantic memory (Yuval-Greenberg and Deouell, 2007).

Despite these caveats, it is noteworthy that brain imaging and neuro-
physiology all demonstrate that responses to unisensory stimuli vary ac-
cording to the context (i.e., unisensory vs. multisensory) in which they
were either previously encountered or explicitly studied. What differs
across these studies is whether the differential responses were indicative
of a reactivation of a widespread network or were confined to modula-
tions within a given brain region (Nyberg et al., 2000; Wheeler et al.,
2000; Von Kriegstein and Giraud, 2006), albeit differing in its local pat-
tern of activity (e.g., Gibson and Maunsell, 1997). Still other research
would place a dominant role on medial temporal cortices, in particular
perirhinal cortices, on the binding of semantic object features (Taylor et
al., 2006; see also Murray and Bussey (1999)). Lesions to such cortices
impaired performance on a delayed match-to-sample task, supporting a
central role for this region in mediating encoding and retrieval processes
that subserve (some forms of) multisensory memory. However, some
of the discrepancies across studies may be explained by contributions
of explicit attention to both sensory modalities as well as to the de-
mands of the task (or not) for effortful encoding of the constituents of
the multisensory pairings. In this regard, paradigms such as these may
be building or accessing much richer representations than those at play
in a unisensory continuous recognition paradigm. The latter instead pro-
motes access to multisensory representations that is implicit, which is
corroborated by the early and local nature of the modulations observed
by us within task-relevant sensory cortices.

Specifically, our primary finding across both EEG and fMRI stud-
ies was that responses to repeated presentations of unisensory visual
or auditory stimuli were affected implicitly and at early latencies by
whether or not these stimuli had been previously presented in conjunc

tion with a sound or image. This suggests that brain networks responsi-
ble for the processing of unisensory stimuli have access to multisensory
memory representations early on in sensory–cognitive processing. Fur-
thermore, our source estimations indicate that this access initially man-
ifests within unisensory object recognition areas (as well as IPC in the
case of the auditory memory task). We propose that this early modula-
tion reflects the rapid reactivation of distinct multisensory and unisen-
sory perceptual traces established during initial stimulus presentation.
This notion is supported by findings from studies of repetition priming
both in the visual (e.g., Doniger et al., 2001) as well as auditory modal-
ity (e.g. De Lucia et al., 2010; Murray et al., 2008), though we have no
reason to suspect that repetition priming alone could account for our ef-
fects (cf. Murray et al., 2004 for a more extensive discussion). This pro-
posal of distinct multisensory and unisensory perceptual traces is rein-
forced by two pieces of evidence: (1) that unisensory objection recogni-
tion areas demonstrate auditory–visual convergence, and (2) that multi-
sensory memory representations are both localised and distinguishable
from their unisensory counterparts. However, and despite evidence from
single-unit intracranial recordings in non-human primates showing dis-
tinct representations for multisensory vs. unisensory paired associations
(e.g. Gibson and Maunsell, 1997), we cannot fully discount the possi-
bility (which may not be mutually exclusive with the above) that the
initial multisensory experiences are instead impacting unisensory repre-
sentations.

Nonetheless and first, it is now well established that visual areas
such as the LOC and auditory areas such as the STC demonstrate mul-
tisensory convergence and integration (see, e.g., Matusz et al., 2016;
Sarmiento et al., 2015; reviewed in Doehrmann and Naumer, (2008),
Murray et al. (2016b), ten Oever et al. (2016)). Second, microelec-
trode recordings in monkey posterior infero-temporal (IT) cortex, for
which the LOC is considered to be the human homologue, as well as vi-
sual area V4, demonstrate selective delay-period responses on a delayed
match-to-sample task for specific multisensory and unisensory pairings
(e.g., Colombo and Gross, 1994; Gibson and Maunsell, 1997; Haenny et
al., 1988; Maunsell et al., 1991; see also Goulet and Murray (2001)).
Neurons within these regions selectively distinguished unisensory stim-
uli according to their learned association with another stimulus of the
same or different sensory modality. Crucially, the selective responses
were specific to a given learned association; a neuron with multisen-
sory selectivity did not also exhibit selectivity to other unisensory asso-
ciations (Gibson and Maunsell, 1997). The implication is that there are
distinct neural responses to and perhaps also distinct representations of
unisensory and multisensory associations within patches of the IT cor-
tex, which would satisfy the second prerequisite described above.

Our results extend this prior body of work by using task-irrele-
vant multisensory contexts. They demonstrate that the multisensory
representations are 1) established within the cortices of the task-rel-
evant sense and 2) are accessible subsequently. This combination in
turn promotes stimulus discrimination during future unisensory stimu-
lation. Thus, categorisation based on past experiences, at least in the
early stages of brain processing, is supported by processes within the
task-relevant cortices that themselves include multisensory representa-
tions. In the case of a visual discrimination task, for example, auditory
cortices are not activated. These results contrast with some early he-
modynamic results that demonstrated a close overlap of areas activated
during memory encoding and retrieval (Nyberg et al., 2000; Wheeler
et al., 2000). In this work, visual words learned as part of visual ver-
sus audio-visual pairs activated the same auditory areas as those in-
volved when discriminated later on the basis of the sensory modality
(or modalities). In the study of Nyberg et al. the absence of other ac-
tivations may also be linked to the fact that their imaging results were
masked by the results of the contrast between encoding visual and au-
dio-visual conditions. Findings from these studies were taken as sup-
port for the “redintegration” hypothesis (Hamilton, 1859), according to
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which the repeated presentation of stimuli in the task-relevant sense
reactivates both the sensory-specific cortices (here, visual) as well as
the secondary-modality cortices (here, auditory) because of a consoli-
dated memory for the audio-visual association. However, it cannot be
discounted that the additional activations in these studies were driven
by participants using a form of auditory “imagery”, given they had to
explicitly recall if the word had been originally learned with a sound. It
should also be noted that performance was worse for visually-presented
words previously learned with sounds.

The fact that our task does not require either effortful study of the
multisensory pairs, or attention to the multisensory (or congruent) na-
ture of the pairing, supports the interpretation of our results in terms
of multisensory processes involuntarily creating (or accessing) distinct,
durable representations for naturalistic images (as well as sounds) when
accompanied by (in particular semantically congruent) stimuli in an-
other sense. Direct comparison between our studies and this prior work
is difficult based on the blocked nature of the study design and the poor
temporal resolution of the prior work. Thus, redintegration processes
may play a role in how memories are built and retrieved in multisensory
settings. However, our results would necessarily constrain the nature of
brain mechanisms governing these processes. First, redintegration may
occur via multisensory processing, rather than via concomitant activ-
ity between the task-relevant sensory-specific auditory and visual cor-
tices. Even then, our results constrain the possible time course of such
effects. That is, if we look at the activations within the auditory cortex
reported by Thelen et al. (2012), these were preceded by differential ac-
tivity within generators localised within the LOC. Thus, any sensory-spe-
cific cortex activation would be expected to follow from reactivation of
multisensory representations, rather than the initial auditory sensory ex-
perience. In other words, the repeated experience of the association may
be a consequence, rather than a cause, of successful memory retrieval
(see Rugg et al. (2008) for a similar critique of “reinstatement” accounts
of memory retrieval brain mechanisms in visual memory research).

It is important to consider an alternative interpretation for the basis
of these memory benefits, which is that multisensory exposures do not
benefit memory processes per se, but rather only perception processes.
Any situation, whether a multisensory exposure or some other emphasis
of the task-relevant unisensory experience, would be sufficient to elicit
the observed positive effects on later recognition memory, because the
initial exposure is made more memorable in terms of its perception.
While we cannot unequivocally exclude such an account at this stage,
several aspects of our data would speak against a purely perceptual ac-
count.

First, on initial stimulus presentations there is no evidence for ac-
curacy differences between unisensory and multisensory conditions (ei-
ther semantically congruent, incongruent, or entailing a meaningless
task-irrelevant stimulus). By contrast, reaction times for all multisen-
sory stimuli were significantly slower than those to unisensory stim-
uli. This pattern was consistently observed both when the continuous
recognition task was performed in the visual modality as well as when
the task was performed in the auditory modality (cf. Fig. 2 in Thelen
and Murray, 2013). If perceptual processes were mediating our effects,
then a strong prediction would have been one of more accurate and
faster behaviour to multisensory than unisensory stimuli during this
initial encounter. Moreover, the similar pattern across all multisensory
conditions on initial stimulus presentations does not explain the dif-
ferential pattern on repeated presentations according to the semantic
congruence of the initial multisensory exposure. Second, our ERP ef-
fects were consistent in terms of topographic modulations. This was the
case both when the task was visual (Murray et al., 2004; Thelen et al.,
2012) and when it was auditory (Matusz et al., 2015b). Because topo-
graphic modulations are forcibly the result of changes in the configu-
ration of underlying brain sources, an explanation based on increased

salience or attention (i.e. typical perceptual processes) is unlikely as
these have reliably led to changes in ERP amplitude or strength rather
than topography. Finally, in addition to investigating ERP effects on
stimulus repetitions, we have also reported how ERP responses dur-
ing initial stimulus presentation are predictive of whether or not an
individual's memory is enhanced upon repeated stimulus presentation
(Thelen et al., 2014). Individuals who show memory enhancements also
show stronger responses to initial multisensory stimulus presentations.
This was not the case for unisensory stimulus presentations. An ac-
count where perceptual processes are the root of the enhanced mem-
ory would have predicted generally stronger responses (both multisen-
sory and unisensory) in individuals exhibiting memory performance en-
hancement vs. those individual exhibiting memory performance decre-
ments. This was not the case.

6. Broader implications

The demonstration of benefits from multisensory contexts on mem-
ory advances our understanding of both multisensory processes in gen-
eral as well as of memory and the organisation of semantic knowledge.

First, in terms of implications for multisensory processing, the re-
viewed findings demonstrate that the products of multisensory
processes persist over time, influencing subsequent unisensory object
perception. Multisensory processes associated with the initial encounter
of an object will influence the later retrieval of that object in an invol-
untary, incidental and general fashion. This underlines the importance
of the individual's experience, both long-term as well as short-term (e.g.,
inter-trial effects), in influencing responses to both unisensory (visual,
auditory, etc.) and multisensory objects. In agreement with these find-
ings, recent theoretical frameworks have aimed to clarify the role of
memory and its interplay with other top-down processes, such as selec-
tive attention, in controlling distinct multisensory processes (Murray et
al., 2016; ten Oever et al., 2016; see also Matusz et al. (2015b) for ev-
idence for impact of biases in selective attention towards threat-related
visual stimuli on their subsequent memory). Understanding the depen-
dencies of different multisensory processes on experience and attention
has clear implications for supporting healthy learning as well as rehabil-
itation of sensory and learning disorders (Bach et al., 2015).

Second, these findings highlight the fact that the existing mod-
els of memory may not generalise to multisensory settings, particu-
larly when notions such as conceptual novelty vs. physical familiarity
come into play (e.g. Reggev et al., 2016). For one, the results reviewed
here show that despite their task-irrelevance, semantically congruent
contexts bring benefits over and above those predicted by some of
the most fundamental hypotheses developed within visual memory re-
search, such as the encoding-retrieval congruence hypothesis (Baddeley
et al., 2009; Smith and Vela, 2001). As such, these results bridge tra-
ditionally separate lines of research by demonstrating that memory
processes may be coupled with more general multisensory processes,
such as those readily studied in simple, detection-like perceptual tasks.
Further research will be required to ascertain the extent to which the
capacity to benefit from multisensory contexts for memory functions is
yoked upon a more general capability to benefit from multisensory in-
formation in the environment. Ongoing efforts from our group are in-
vestigating the extent to which both school-aged children as well as the
elderly exhibit such links.

Furthermore, our findings provide direct evidence to the models
of functional brain organisation that propose that object representa-
tions are quintessentially multisensory. In agreement, recent conceptual
frameworks suggest that higher-order visual cortices may be better de-
fined by the tasks they subserve than by the sensory inputs they are tra-
ditionally thought to receive (Murray et al., 2016; Reich et al., 2012;
ten Oever et al., 2016). In other words, some regions may be special
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ized to perform a given object recognition function (e.g. face, letters,
body parts, etc.), irrespective of whether object-relevant information is
conveyed by images, sounds, or touch. This has been demonstrated both
when environmental sounds of the objects were presented as well as
when same objects were are re-coded via sensory substitution devices.
For example, Mahon et al. (2009) show that the topological pattern ob-
served in the sighted with visual stimuli was the same as that in the con-
genitally blind when sounds were used. While memory functions were
not explicitly taxed in the majority of these studies, they undoubtedly
contribute to the establishment and maintenance of these representa-
tions (e.g., Amedi et al., 2003). In this perspective, our results enrich our
understanding of how these multisensory representations are accessed
even in unisensory contexts. We would underscore that sensory modal-
ity does indeed play an important role in memory. It does so to the
extent that it determines the cortices (and likely also the mechanisms)
that will support the retrieval of multisensory memories. Likewise, these
multisensory contexts provide an implicit “tag” to experienced events
that can facilitate subsequent recognition. We are currently investigat-
ing what limitations apply to this tagging and by extension their behav-
ioural consequences. Finally, the evidence thus far would indicate that
semantic, memory-based processes seem to be most effective in confer-
ring benefits upon memory, while processes based on low-level factors
such as stimulus timing appear to exhibit higher degrees of inter-indi-
vidual variability. Therefore, it will be crucial to determine how to opti-
mize these functions at the service of learning and memory.
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