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ABSTRACT

Diabetic macular edema (DME) is one of the most common
eye complication caused by diabetes mellitus, resulting in
partial or total loss of vision. Optical Coherence Tomography
(OCT) volumes have been widely used to diagnose different
eye diseases, thanks to their sensitivity to represent small
amounts of fluid, thickness between layers and swelling.
However, the lack of tools for automatic image analysis for
supporting disease diagnosis is still a problem. Convolutional
neural networks (CNNs) have shown outstanding perfor-
mance when applied to several medical images analysis tasks.
This paper presents a model, OCT-NET, based on a CNN for
the automatic classification of OCT volumes. The model was
evaluated on a dataset of OCT volumes for DME diagnosis
using a leave-one-out cross-validation strategy obtaining an
accuracy, sensitivity, and specificity of 93.75%.

Index Terms— Diabetic macular edema, OCT, convolu-
tional neural network, deep learning, eye disease diagnosis.

1. INTRODUCTION

Diabetic Macular Edema (DME) is one of the main compli-
cations related to Diabetes, and the largest leading cause of
partial and total loss of vision [1]. DME affects central vision,
leading to distortion of part of the visual field and blurred vi-
sion, even limiting the ability of people to do activities, such
as reading, driving or walking [2]. One of the main problems
regarding DME diagnosis is its occurrence at any stage of Di-
abetic Retinopathy (DR), so a precise diagnosis is critical for
the correct treatment, avoiding health complications and as-
sociated costs [1, 2].

DME diagnosis using eye fundus images is performed by
experts looking for signs of retinopathy, retinal thickening and
presence of exudates in the macula and the fovea [3, 4]. One
of the main limitations of using eye fundus images for diagno-
sis is the subjectivity of the analysis and strong disagreement
between experts on the grade of the disease [5].

Spectral domain OCT (SD-OCT) is a common nonin-
vasive imaging technique useful to make DME diagnosis
more objective and reliable [4]. The diagnosis is performed

measuring five patterns of structural changes as follows:
diffuse retinal thickening (DRT), cystoid macular edema
(CMD), serious retinal detachment (SRD), posterior hyaloidal
traction (PHT) with/without tractional retinal detachment
(TRD) [3], [5].

Machine learning techniques have been applied to DME
classification in OCT scans. Alsaih et al. combine the ex-
traction of histograms of oriented gradients with local binary
patterns (LBPs) [6] in oder to detect DME volumes. Lu et
al. [7] propose a method for AMD diagnosis detecting the
B-scan frames containing fluid regions and converting each
slice into a bag of features. Methods based on deep learn-
ing also reported good performance in classification and seg-
mentation tasks. Roy et al. [8], propose a fully convolutional
deep architecture (ReLayNet) with a joint loss function for
the segmentation of retinal layers in OCT scans. Lee et al.
developed an automated segmentation based on convolutional
neural networks (CNN) that detect DME [9] and Age-related
macular degeneration (AMD) [10] on OCT volumes. Fur-
thermore, Karri et al. [11] presented a deep learning approach
that fine-tunes a pre-trained GoogLeNet on a dataset of OCT
images with DME, with dry AMD and normal cases.

A deep learning approach that combines a pre-trained
VGG with ensemble classifiers for DME volume classifica-
tion was studied [12]. Although first deep learning work was
focused on the fine-tuning of pre-trained weights of known
CNN architectures, the design of new end-to-end CNNs to
perform an accurate diagnosis of DME OCT volumes has not
been explored, yet.

This paper presents an end-to-end CNN for automatic
DME diagnosis using SD-OCT volumes with an accuracy of
93.75+3.125 %, and, a sensitivity, and specificity of 93.75%,
improving results in accuracy and specificity compared to a
baseline method. The remainder of this paper is organized as
follows: an overview of our proposed method is presented in
Section 2. The experimental setup is described in Section 3.
The experimental results are reported in Section 4. Finally,
Section 5 draws the conclusions of our experiments.
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Fig. 1. Architecture of the OCT-NET model. The input layer receives every scan with a resolution of 224 x 224 and is stacked
twice to create a 3-channel image. The number of feature maps and the size are reported below every layer.

2. METHODS

The OCT-NET is an end-to-end deep learning model com-
posed of 2 main blocks: the first contains 4 sub-blocks with
convolutional and max-pooling layers with a different num-
ber of filters to extract features learned, and the last block has
two fully connected and one dropout layers to perform the
scan classification among OCT volumes. An overall view of
the model and its parameters are shown as block diagram in
Fig. 1 and described in detail in Section 2.2.

2.1. Cropping and resizing OCT volumes

Cropping and resizing images are common pre-processing
operations applied to the input of convolutional neural net-
work models for medical image analysis. The goal is to
remove irrelevant information of the image for extracting the
Region of Interest (Rol) and the aspect ratio of the cropped
image keeping the same as the original image by applying a
set of transformations to the volumes. Noise removal algo-
rithms implemented in the baseline method were not taken
into account in our approach.

The Rol of an OCT can be cropped by a manual seg-
mentation by medical experts or automatically detected by a
computer-aided detection system. However, the location of
layers inside an OCT scan oscillates among the top, middle or
bottom position, making it difficult to perform an automatic
detection. Because of this, a median filter on every scan was
implemented in order to highlight and ease the extraction of
relevant information through layers [13]. Hence, Rols can be
extracted easily by taking the bounding box of the nine layer
boundaries on retinal optical coherence tomography by scan.

Specifically, bounding boxes ranged between 512 x 512 and
300 x 512 pixels. Finally, bounding box images were centered
without scaling and preserving the surrounding region with a
resolution of 224 x 224 and every scan was stacked twice to
handle an input size of 224 x 224 x 3.

2.2. OCT-NET deep learning model

The OCT-NET is a 12 layer CNN model that receives as an
input scans with a resolution of 224 x 224 x 3 to classify
an OCT volume. Our method is based on 4 sub-blocks that
contain ten convolutional layers with an incremental number
of filters from 32 to 256 in order to extract and learn different
data-representations. The model is trained using stochastic
gradient descent as usual.

A convolutional layer contains a set of learned filters that
convolve with the input generating an activation map for each
filter. Convolutional layer outputs are stacked as inputs for
a max-pooling layer applying a non-linear size reducer to the
activation choosing the maximum value of a set of contiguous
pixels. A dropout layer consists of random deactivation of
a fraction of input units at each update during training time
(0.5 in our method) [14]. Finally, two fully-connected layers
connect all the activated neurons in the previous layer to the
next layer with 4096 and 2 units respectively.

The parameters used are as follows: ten convolutional lay-
ers with kernel size of 3 x 3 and stride of 1 x 1, three max-
pooling layers with pool size of 2 x 2 and stride of 2 X 2, one
dropout layer, and two fully-connected layers.



3. EXPERIMENTAL SETUP

3.1. SERI Dataset

The Singapore Eye Research Institute (SERI) database con-
tains 32 Spectral Domain-Optical Coherence Tomography
(SD-OCT) volumes acquired by SERI following the require-
ments according to the ethic committee [12]. The database
is composed of 16 normal and 16 DME OCT volumes. Each
volume contains 128 B-scans or cross-sectional scans with a
resolution of 1,024 x 512 px as shown in Fig. 2.

OCT volumes were captured with a CIRRUS TM SD-
OCT manufactured by Carl Zeiss Meditec. OCT volumes
were analyzed and labeled by experts as normal or DME vol-
umes, according to findings among the layers, retinal thicken-
ing, location of exudates and hard-exudates, intraretinal cys-
toid space information, and subretinal fluid. The dataset was
cropped and resized (keeping the aspect ratio) to a dimension
of 224 px x 224 px as discussed in Section 2.1.

Fig. 2. [Left] Normal OCT scan and [Right] DME OCT scan
with diffuse thickening of the outer and middle layers with
losses of the regularity of their layers.

3.2. Evaluation

The proposed CNN model was trained using the RMSprop
optimizer with a decay term of commonly used value p = 0.9.
The batch size and learning rate were explored with a grid
search and are reported in Table 1. The results were stable for
various numbers of epochs. It was experimentally set to 5 as
it obtained high accuracy while limiting the training time that
is on average to 5 minutes per fold.

A deep learning approach combined with ensemble clas-
sifiers was chosen as baseline [12]. In this work, a pre-trained
VGG-16 CNN was used and every OCT volume of 128 scans
that was triplicated to handle an input size of 224 x 224 x 3.
The feature vectors from three fully-connected layers: the
first two (4096 units) and the last one (1000 units), were clas-
sified using two KNNs (with K = 1 and 3), and one Random
Forest (100 trees) classifier. The best performance obtained
was 93% in accuracy, 87% in sensitivity and 100% in speci-
ficity.

The proposed method uses two considerations reported
for the baseline method [12] to classify an OCT volume as
follows: the SERI dataset was split into 32 independent folds
using k-fold cross validation (leave-one-patient-out), where
one fold contains 31 volumes in the training set and one vol-
ume to test the model. The classification of one OCT volume
was performed using a quorum rule, where if 65 or more scans
were classified as class 0, the volume was labeled to class 0.

The OCT-NET approach was implemented with Keras us-
ing a Theano backend on a GeForce GTX TITAN X from
NVIDIA. The loss and accuracy were monitored on the train-
ing data and the best model was saved and assessed on the
patient left out.

4. RESULTS

We analyzed the performance of the proposed model with a
systematic exploration of parameters applied to all OCT vol-
umes using k-fold cross validation (leave-one-patient-out) ac-
cording to Section 3.2. A systematic exploration of learn-
ing rate (Ir) and batch size (bs) is reported in Table 1. The
best performance of the proposed model was obtained with a
learning rate of 0.00001 and a batch size of 16.

Table 1. Performance measures of the proposed method on
the test data, bold values show the best score among all meth-
ods.

Method | bs Ir Acc. Sens. Spec.
0.001 | 53.12% | 51.85% 60%
8 | 0.0001 | 56.25% | 53.57% 75%
OCTNET 0.00001 | 87.5% | 83.33% | 92.86%
0.001 | 46.87% | 48.39% 0%
16 | 0.0001 | 56.25% | 53.33% | 56.25%
0.00001 | 93.75% | 93.75% | 93.75%

Finally, we compared the performance of the OCT-NET
with and without dropout layer against the baseline method.
An area under the ROC curve of 0.927 was obtained using the
proposed model. The accuracy, sensitivity and specificity are
presented in Table 2. The proposed method clearly outper-
forms Awais et al. [12], in accuracy and sensitivity.

5. DISCUSSION AND CONCLUSION

We present a new end-to-end OCT classification model based
on CNNs that is able to effectively detect the relevant patterns
for diabetic macular edema using raw images. The experi-
mental results show that the proposed method is highly ef-
fective for classifying OCT volumes as normal or DME (see
Table 2). The results improve the accuracy and sensitivity
over the baseline due to the ability of the end-to-end method
to learn relevant information along layers of its structure.



Table 2. Performance measures for the baseline model with
raw images without and with cropping (dataset 1 and 3), the
proposed method and the proposed method without dropout,
bold values show the best score among all methods.

Method Acc.(%) Sens.(%) | Spec.(%)
Dataset 1 [12] 93 87 100
Dataset 3 [12] 87.5 93.5 81

Proposed method | 93.75+3.125 93.75 93.75
without dropout 81.25 77.78 85.71

Additionally, the dropout layer in our approach acts like
a multiple-ensemble approach testing several configurations
during training and being more efficient than combining
transfer learning and ensemble learning methods, as reported
by Awais et al. [12].

The proposed method is an option to use for other ocu-
lar diseases, such as age-related macular degeneration or dia-
betic retinopathy, optimizing work-time without the need for
segmentation and measuring of layers and abnormalities as
traditionally processed by experts classification.
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