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ABSTRACT

Many pulmonary diseases can be characterized by visual abnormalities on lung CT scans. Some diseases manifest
similar defects but require completely different treatments, as is the case for Pulmonary Hypertension (PH) and
Pulmonary Embolism (PE): both present hypo- and hyper-perfused regions but with different distribution across
the lung and require different treatment protocols. Finding these distributions by visual inspection is not trivial
even for trained radiologists who currently use invasive catheterism to diagnose PH. A Computer-Aided Diagnosis
(CAD) tool that could facilitate the non-invasive diagnosis of these diseases can benefit both the radiologists and
the patients. Most of the visual differences in the parenchyma can be characterized using texture descriptors.
Current CAD systems often use texture information but the texture is either computed in a patch-based fashion,
or based on an anatomical division of the lung. The difficulty of precisely finding these divisions in abnormal
lungs calls for new tools for obtaining new meaningful divisions of the lungs.

In this paper we present a method for unsupervised segmentation of lung CT scans into subregions that are
similar in terms of texture and spatial proximity. To this extent, we combine a previously validated Riesz-wavelet
texture descriptor with a well-known superpixel segmentation approach that we extend to 3D. We demonstrate
the feasibility and accuracy of our approach on a simulated texture dataset, and show preliminary results for
CT scans of the lung comparing subjects suffering either from PH or PE. The resulting texture-based atlas of
individual lungs can potentially help physicians in diagnosis or be used for studying common texture distributions
related to other diseases.
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1. INTRODUCTION

Most pulmonary diseases present visual abnormalities on the lung parenchyma in CT scans, such as hypo- and
hyper-perfused regions or areas with unusual patterns. Pulmonary Hypertension (PH) and Pulmonary Embolism
(PE) are two vascular pathologies presenting similar symptoms and visual defects on a CT scan but requiring
very different treatments.1,2 Their similarities hinder their differentiation by health professionals,3 who currently
rely on an invasive catheterism procedure for diagnosis.4 A PE usually presents one or more large hypo-perfused
regions due to big emboli whereas PH is characterized by mosaic patterns with smaller hypo-perfused regions
produced by micro-emboli. These distributions are not homogeneous across patients and their visual detection on
a 3D volumetric scan is challenging for the human eye. However, hypo-perfused regions and other visual defects
on the parenchyma can be characterized using computational texture features.5 Thin slices of tomographic scans
have made it possible to represent many medical structures as isotropic solid 3D textures. Visualizing solid 3D
texture is difficult and full 3D analysis is also not trivial even though many approaches exist.6 Most of the
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work using texture to detect affected patients has focused on quantifying the proportion of abnormal texture
present.7,8 However, in the case of PE and PH, it is not the proportion that differentiates them but rather the
spatial distribution across the lung of these textures.

An atlas is a localization system dividing the object of interest into regions with some common characteristics,
like anatomical function, spatial position, or visual appearance.9 Many automatically generated atlases of the
lungs have been proposed, mainly focusing on segmenting anatomical parts,10 but also creating geometrical
regions.11 The hypo-perfused regions in PE patients usually follow the lobe divisions. Using a lobe-based atlas
for the analysis of these patients seems adequate but it may not work for PH cases where the defects are found
in the entire parenchyma. Moreover, automatic lobe segmentation of the lungs is not an easy task on abnormal
cases.12 In,13 the authors showed that dividing the lung using a geometrical atlas and analyzing the relations
of its regions helped to distinguish between PE and PH. However, these regions may contain more than one
texture and the analysis of the entire region may hide important defects. On the other hand, Depeursinge et
al.14 proposed an artificial division of the lungs based on classifying the 2D textures present in each CT slice
among five predefined 2D textures (healthy, emphysema, ground glass, fibrosis and micronodules). While this
approach helped the diagnosis of patients with interstitial lung diseases, none of these textures are characteristic
of PE or PH, and the resulting atlas relied on previous knowledge (manual annotations) of the texture to detect.

In this work we present an automatically generated texture-based atlas of the lungs without relying on a
priori knowledge of the textures to be found. As texture features we used the previously validated locally-
oriented 3D Riesz-wavelet transform.15 Finally, we created the different regions of the atlas using a 3D extension
of a superpixel16 algorithm (supervoxels) based on spatial and texture information. In addition to this atlas, we
make a synthetic solid 3D texture database available to the scientific community for training the segmentation
algorithms. Preliminary experiments on chest CT scans show the contribution of our trained algorithm to create
a meaningful texture-based atlas of the lungs, capable of characterizing PH and PE patients.

2. METHODS

This section describes the details concerning the datasets and the techniques employed to carry out the experi-
ments.

2.1 Databases

Two databases were used: a database of synthetic textures for training and validation purposes, and a database
containing real CT scans of PE and PH patients. The synthetic database was created based on the RFAI
database∗ (Reconnaissance de Formes, Analyse d’Images) of 3D synthetic textured images.17 The RFAI database
also includes a set for texture segmentation, the RFAI-segmentation set. Our new database (available at†)
contains 75 textured volumes of 128 × 128 × 128 voxels and can be seen as an extension to the RFAI-segmentation
set. Each volume is composed of a background texture and n insertions, where n varies from one to five and
there are 15 volumes for each n-insertion class. Each insertion contains a different texture with random shape,
size and location. The possible shapes are limited to sphere, cube, or nodule, allowing overlap between them
and assuring a minimum size of 1,000 voxels. This database was divided into training and test sets using 50 and
25 volumes respectively. Both subsets contain an equal number of volumes of each n-insertion class, ten in the
training set and five in the test set. Figure 1 shows one example of each n-insertions class.

The database of chest CT scans was provided by the radiology department of the University Hospitals of
Geneva. It is composed of chest CT scans at 80 KeV of 18 PE patients, 45 patients with proven PH by a
catheterism procedure, and 35 Control Cases (CC). The CC were patients suspected to have PE and diagnosed
negatively after the visual inspection of the CT scan by an expert radiologist. The volumes were previously
resampled to 1 mm isometric voxels and the lungs were automatically segmented using the algorithm presented
in.18 Figure 2 shows one CT slice per group (CC, PE, and PH) with the corresponding lung segmentation.

∗http://www.rfai.li.univ-tours.fr/PublicData/3D_Textures/3Dsynthetic_images_database.html, as of De-
cember 4, 2017.
†http://publications.hevs.ch/index.php/publications/show/2331, as of December 4, 2017.



Figure 1. 3D visualization of one example for each n-insertion class (from one to five insertions) of our synthetic database
with the corresponding ground truth.

Control Case Pulmonary Embolism Pulmonary Hypertension
Figure 2. Coronal slices of three patients, one of each group (CC, PE, and PH), including in blue the automatically
generated lung segmentation. The slices, acquired at 80 KeV, are shown in the range [-1024, 300] HU, covering the
full range of HU values inside the lungs. Using this standard range, the hypo- and hyper-perfused regions can only be
identified in the PE case (central image).

2.2 Texture features

As texture descriptors we used the locally-oriented 3D Riesz-wavelet transform introduced by Dicente et al.15

The configuration chosen for this work obtained one of the best results for texture classification on the RFAI
database: the 3rd order Riesz transform, with 4 scales and the local-orientation method based on the 1st order
Riesz filters (see15). This configuration provides 40-dimensional feature vectors for each voxel of the volume.

Feature normalization: In order to handle the different range of energy of each wavelet scale, the ten com-
ponents of each scale were divided by the mean energy in the corresponding scale:
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where Rsi (v) is the response to the Riesz filter i at scale s in a voxel v ∈ I, and µI(Rs) is the mean of the energies
of all the filters at scale s over the set of voxels in I. In the case of the synthetic dataset, I corresponded to the
set of voxels of each volume independently, while for the CT images, I referred to all the voxels of all patients,
obtaining a global normalization over the full CT dataset.



2.3 Image segmentation using supervoxels

To segment a multi-channel Riesz feature image XF = (x1, . . . ,xF ), where xf = (xf1 , . . . , x
f
I )T denotes a

single feature channel with I voxels, we rely on a supervoxel approach akin to19 where the voxels are clustered
based on their similarity in feature space and spatial proximity on the image grid. Given the full feature image
X = (XF ,XS), where XS = (x1,x2,x3) collects the spatial coordinates, the clustering is obtained by minimizing:

D = λDf + (1− λ)Ds, (2)

where Df =
∑
k

∑
i∈Ck

‖xfi −µfk‖2, and Ds =
∑
k

∑
i∈Ck

‖xsi −µsk‖2. Here, Df and Ds denote the within-cluster

feature space and image grid distances respectively, µfk and µsk are the centers of cluster Ck for the features
and grid distances, and λ is the parameter controlling the relative contribution of the features against spatial
proximity. The cluster means and assignments are easily found using the well-known K-means algorithm. As a
final post-processing step after the segmentation, small supervoxels are fused with adjacent ones to ensure each
supervoxel contains a minimum of 1,000 voxels.

3. EXPERIMENTAL RESULTS

This section first describes the quantitative results on the synthetic dataset, and next the qualitative results on
real CT scans of patients and healthy controls.

3.1 Results on the synthetic dataset

The supervoxel algorithm is initialized by a user-defined step size δ that determines the initial position and size of
the supervoxels. Furthermore, the user needs to define the feature and spatial weight λ. The K-means clustering
is run until the largest spatial change, relative to the previous iteration, in the cluster centers falls below one-
thousandth of the initial step size or until 100 iterations are completed. We find the optimal values of δ and λ
by grid-search on the training dataset. The optimization is based on the state-of-the-art performance metrics
Boundary Recall (BRec) and the Undersegmentation Error (UErr).20 Figure 3 shows with an example how these
metrics are affected when δ and λ vary, along with the resulting supervoxelization. The results obtained in the
training set for the different values of δ and λ are shown in Figure 4. From now on, the performance of a set
of parameters is defined as the average performance on the entire set of volumes. Choosing the best parameters
for the supervoxelization algorithm is not trivial since the best performance for each metric was obtained with
different values of δ and λ. We decided to choose the combination of parameters that minimizes the relative loss
of performance (Lr) in both measures, i.e.:

arg min
δ,λ

(LrBRec(δ, λ) + LrUErr (δ, λ)), (3)

where

LrBRec(δ, λ) =
maxδ,λ(BRec)− BRec(δ, λ)

maxδ,λ(BRec)
, and LrUErr (δ, λ) =

UErr(δ, λ)−minδ,λ(UErr)

minδ,λ(UErr)
.

BRec and UErr refer in this case to the average BRec and UErr in the training set, respectively. Using this
method the best combination was δ = 20 and λ = 0.8. Table 1 shows the results for the training, test and
RFAI-segmentation sets when using these optimal parameters.

Table 1. Quantitative results obtained in the training, test and RFAI-segmentation sets when using the best set of
parameters (δ = 20 and λ = 0.8).

BRec (%) UErr (%)
Set Mean ±Std Median [P25, P75] Mean ±Std Median [P25, P75]
Training 81.35 ±3.03 82.99 [78.23, 86.30] 30.31 ±8.90 27.96 [21.75, 39.81]
Test 83.79 ±4.11 83.88 [79.34, 86.47] 31.08 ±10.23 30.34 [19.23, 42.05]
RFAI-segmentation 81.19 ±6.92 80.57 [77.79, 87.14] 12.19 ±7.01 10.04 [8.96, 14.11]



λ = 0.0 λ = 0.5 λ = 1.0

δ
=

20
Textured slice BRec = 47.98% BRec = 97.71% BRec = 98.88%

UErr = 17.62% UErr = 3.49% UErr = 3.68%
δ

=
40

Ground truth BRec = 28.15% BRec = 89.58% BRec = 99.61%
UErr = 28.77% UErr = 3.63% UErr = 3.31%

Figure 3. Example of supervoxelization when varying the initial step size (δ) and the feature-spatial weight (λ) (see
Equation 2). The left-top and left-bottom images correspond to the textured 2D slice and the ground truth, respectively,
of the 1-insertion class volume used in this example.
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Figure 4. Performance measures obtained in the training set when δ and λ vary. The highest BRec was obtained when
δ = 40 and λ = 1.0, while the lowest UErr was at δ = 20 and λ = 0.5. The optimal parameters considering both measures
were found using Equation 3.

3.2 Results on the CT scans

Using the same optimal parameters found on the synthetic training set (see Section 3.1), the algorithm was run
on the CT lung data to obtain a supevoxel-based atlas for each patient. Each supervoxel or region of this atlas
can be seen as a texture unit with a specific feature signature corresponding to the average Riesz energy in the
region. Let us call this signature Evk(R) ∈ R40, being vk the supervoxel k. In Figure 5 the average distribution
of the norm is shown per scale of these signatures (||Evk(Rs)||2) over the different groups of patients (CC, PE,
and PH). An initial analysis of these distributions suggest differences in the atlases of the patients from the
3 groups. Since the clearest difference between the classes is obtained at the first scale, we show the atlases
using this scale in Figure 6. The three patients shown in the figure present scattered areas with low norm of



the Riesz energy in light blue. While in the CC these areas are small and almost not present, the corresponding
region in the PE patient is clearly bigger and the PH patient shows medium size regions scattered in the entire
parenchyma. Moreover, the areas corresponding to the main vessels are colorized differently in the three cases.
Both PH and CC have high norm in these regions while the PE patient seems to have a lower norm.

Figure 5. Distribution inside the atlases of the norms at different scales of the Riesz energies of each supervoxel. The bold
line correspond to the median over all the patients of the corresponding group (CC, PE, and PH), while the shaded area
corresponds to the region covered by the percentiles 33 and 66.

Control Case Pulmonary Embolism Pulmonary Hypertension
Figure 6. Resulting atlases of the CT slices shown in Figure 2. The color corresponds to the norm of the Riesz energy in
each supervoxel (||Evk (R1)||2).

4. DISCUSSION

To the best of our knowledge, the RFAI database is the largest database of 3D synthetically textured images
for the time being. Among the different sets, it also includes a set of volumes for texture segmentation (RFAI-
segmentation). However, this set only includes 15 volumes, not being sufficient for splitting it into training and
test sets. A larger dataset is clearly required for our objectives. Moreover, the shape of the insertions in the



RFAI-segmentation set was limited to sphere and cube, and the size of these was significantly bigger than in
the dataset created for this work. The results obtained on all three synthetic sets were similar, showing that
the training set generated was suitable to train the supervoxelization algorithm. The UErr obtained on the
RFAI dataset is significantly better. This improvement is based on the larger size of the insertions in the RFAI-
segmentation set with respect to our sets. The minimum size of a relevant nodule in the lung parenchyma tends
to be of 1 cm3. Aiming to emulate a real environment, the insertions of the presented dataset had a minimum
size of 1,000 voxels, considering a standard voxel resolution of 1× 1× 1 mm, that matches the resolution of the
resampled CT images used in this work.

Larger values of λ obtained better results, however, the supervoxelizations were more scattered, providing
non-uniform regions more difficult to interpret by visual inspection (see Figure 3). For providing more meaningful
atlases, the supervoxels should be grouped and/or cleaned by applying morphological operations. A measure
providing information about the homogeneity and shape of the supervoxels could have helped in choosing a
better set of parameters for the final atlas of the lungs.

Only PH patients where distinguishable with the atlas distribution shown in Figure 5. The many small
changes in the parenchyma due to the micro-emboli of PH patients may explain these differences. CC and PE
patients had similar distributions. However, it is worth to recall that the CC were patients suspected to have PE
(i.e. not fully healthy patients) and may present similar distributions. More detailed analysis of the atlases can
be done, since these preliminary differences were found by only analyzing the number of supervoxels at different
scales and by using only the norm that may group regions with very different textures. In addition, these atlases
can be used to build a map of textures for different diseases by averaging over patients, i.e., looking at the
spatial distribution of the textures. Finally, since the normalization of the texture features was done based on
all patients in the CT dataset, the resulting atlases depend directly on the set of patients used. All patients were
visually inspected by expert radiologists and non of them contained any other major defect due to a non-related
disease. The defects in the parenchyma present in the patients used in this work were limited to hypo- and
hyper-perfused regions. Thus, the atlases built are specialized to detect these defects in the perfusion. Different
sets of patients provide atlases highlighting other relevant regions.

5. CONCLUSIONS

In this work we presented a novel automatically generated atlas of textures of the lungs using a supervoxelization
algorithm on local 3D texture descriptors. We created a database to optimize the parameters of the supervox-
elization algorithm, providing a quantitative framework. The initial atlases already show promising results on
characterizing PH versus PE patients and control cases, thus enabling its use as a lung descriptor to feed into
machine learning techniques. Nonetheless, better refinement on the regions is required to provide a more man-
ageable atlas in terms of shape and size of the regions. We believe such an atlas is helpful in CAD systems and, if
included in diagnosis, may help in the description and detection of pulmonary diseases presenting abnormalities
in the parenchyma. Moreover, the same concept of a texture-based atlas can also be applied to many other
organs.
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