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Abstract—The increasing interest in autonomous coordinated
driving and in proactive safety services, exploiting the wealth of
sensing and computing resources which are gradually permeating
the urban and vehicular environments, is making provisioning
of high levels of QoS in vehicular networks an urgent issue.
At the same time, the spreading model of a smart car, with a
wealth of infotainment applications, calls for architectures for
vehicular communications capable of supporting traffic with a
diverse set of performance requirements. So far efforts focused
on enabling a single specific QoS level. But the issues of how
to support traffic with tight QoS requirements (no packet loss,
and delays inferior to 1ms), and of designing a system capable
at the same time of efficiently sustaining such traffic together
with traffic from infotainment applications, are still open. In
this paper we present the approach taken by the CONTACT
project to tackle these issues. The goal of the project is to
investigate how a VANET architecture, which integrates content-
centric networking, software-defined networking, and context
aware floating content schemes, can properly support the very
diverse set of applications and services currently envisioned for
the vehicular environment.

Index Terms—Vehicular Ad-hoc Networks, Quality-of-Service,
Content-Centric Networking, Software-Defined Networking,
Floating Content

I. INTRODUCTION

The recent years have seen an increasing interest in au-
tonomous coordinated driving and in proactive road safety
services, fueled by the need to increase the efficiency of
resource (energy, infrastructure) utilization in transportation,
and by the need to decrease car accident rates. The increasing
level of penetration of sensing, computing and communicating
devices (from sensor rich connected vehicles to smartphones,
to smart objects) offers new opportunities for an increased
level of automation (driving, coordination between vehicles,
traffic management) and new mechanisms for preventing haz-
ards on the road.
In order to satisfy the communication needs of such ap-
plications, Vehicular Ad Hoc Networks (VANETs) [1] have
emerged, supporting data exchange between vehicles and/or
between vehicle and fixed infrastructure. They are typically
characterized by a dynamic topology, by intermittent, often
short lived wireless connectivity, and they are usually based
on a cooperative, decentralized communication paradigm.
VANETs hold the potential to enable a wide range of
applications and services [2]. So far the focus has been
mainly on safety applications, such as road awareness, acci-
dent/intersection warning, traffic vigilance, which can have a

huge impact in avoiding traffic accidents and increasing safety
of road transportation [3].
Recently, autonomous and coordinated driving applications are
emerging as a strong driver for the adoption of VANETs [4]
[5]. An automated-driving system relies extensively on the
vehicle’s local sensors. The intrinsic limitations of these sen-
sors often prevent planning and maneuvers that would require
information from farther distances and/or occluded spaces. The
use of short-range, low latency wireless communication among
vehicles are then a method to mitigate this issue and expand
the reach of the sensory information locally available at each
vehicle [6].
At the same time, initiatives such as the Apple Car suggest
that an increasingly important role is going to be played by
infotainment vehicular applications. Relieving drivers from the
need to focus on what happens on the road will also contribute
to this trend, as the demand for in vehicle connectivity and
entertainment services will likely rise as a consequence.
All these applications are however characterized by very
different communication requirements. The majority of the
state of the art on VANETs aimed primarily at efficiently
supporting delay-tolerant and best-effort applications, such
as infotainment and traffic congestion notifications, easier to
support in such a challenging communication environment
[2]. Moreover, existing approaches focus on a single appli-
cation or a family of applications, proposing ad-hoc solutions,
which can hardly be extended to a multi-service scenario
[7]–[9]. Safety critical services, such as cooperative collision
avoidance, are highly impacted by network performance and
by the variability of the vehicular environment, as shown
in [7]. A MAC scheme capable of delivering emergency
messages with low delays and no packet loss was proposed
in [8]. However, such approach applies to scenarios where
transmission of high priority messages is rare and messages
are short. Carspeak [9] proposes a content centric network
mechanism for decreasing collisions, in single hop scenario.
Although the approach is promising, the solution is ad hoc
for hidden obstacle detection, and it is unclear how to extend
it to other V2V communication scenarios, as well as how to
support traffic from other applications.
To date, how to design a VANET capable of reliably satisfying
the stringent requirements of safety and autonomous driving
applications while at the same time flexibly and adaptively
supporting infotainment traffic, remains an open issue. More-



over, it is quite well understood that the use of context is
a powerful instrument for improving the efficiency of com-
munications in VANETs. Nonetheless, solutions proposed so
far, while giving an idea of the potential performance gains
achievable, are specific for a given application and context,
and it is not clear how to extend them to other applications
and scenarios.
From the review of related work, it is clear that no single
technical approach can yield a solution that is able to support
all communication requirements of current and future appli-
cations. The variety of communication requirements and the
challenges of a highly volatile communication environment
call for a diversified approach. We believe that the enabling
of multiple applications with diversified QoS requirements
should come from tackling the problem at several layers
of the communication architecture, and by adapting different
mechanisms. Moreover, many of the most promising available
results emphasize the usefulness of context information in
optimizing vehicular communications.
In this paper, we present the approach which is at the basis
of the CONTACT (CONtext and conTent Aware Communi-
caTions for QoS support in VANETs) project. The main goal
of the project is to design an architecture for the provision
of various levels of Quality of Service (QoS) in VANETs.
This will be achieved through the investigation of several
communication strategies capable of adapting, at the same
time, to the highly volatile and unstable vehicular environment,
to content attributes and properties, and to a diversified set of
application performance requirements.
To this aim, CONTACT will investigate and exploit the
use of three different emerging approaches: Content-Centric
Networking (CCN) [10], Software Defined Networking (SDN)
[11], and Floating Content (FC) [12], [13]. Even though
not designed for VANETs, they can bring big advantages
to vehicular applications, by improving content availability,
replication and distribution.
CCN introduces (content) name-based addressing instead of
host-based addressing. This can be beneficial for communica-
tions in highly mobile network scenarios such as vehicular
networks, where host addresses are not very meaningful.
Interest messages with content names can be used for content
discovery. SDN, with its centralized view of network re-
sources, may help in setting up data flows between discovered
content sources and requesters, handling efficiently dynamic
(re)allocation of resources/channels, and distribution of con-
tent (e.g., by reducing amount of geobroadcast messages). Fi-
nally, CCN as well as FC techniques could be used to improve
content availability for delay tolerant communications.
The rest of this paper is organized as follows. In Section II
we describe in detail the CONTACT approach, and how each
single technique (CCN, SDN, FC) can be applied in VANETs.
In Section III we present some preliminary ideas on how to
integrate the three different approaches within the CONTACT
architecture. Finally, in Section IV we draw some concluding
remarks.

II. A MULTIPRONGED APPROACH TO
QOS PROVISION IN VANETS

In this section we describe the multipronged, cross-layer
approach adopted in the CONTACT project, which builds on
three different emerging paradigms: Content-Centric Network-
ing, Software Defined Networking, and Floating Content. We
describe how each paradigm can be exploited, individually, to
enhance QoS support in VANETs.

A. CCN design for VANETs

A content centric network (CCN) delivers content objects
efficiently by focusing on the needs of the user rather than
on the location of the content, which changes continuously in
a vehicular network. Users request content using a content
name instead of an IP address [10]. Nodes receiving the
request (Interest packet) check whether they have a piece of
content with that data name, and send it back to the requesting
node. CCN routers can cache content and disseminate it
efficiently. Thus, CCN is attractive in VANETs as it potentially
enables more efficient utilization of network resources and
helps reducing network traffic. CCNx [14] provides an open
source reference implementation of CCN. CCN is also well
suited for continuous media flows [15]. Source mobility can
be supported by a routing-based approach, indirection, or
resolution [16]. However, these approaches have drawbacks
in terms of convergence and scalability.

Early works investigated the applicability of existing
MANET routing protocols for mobile CCN based on analytical
models [17]. A hierarchical CCN routing scheme based on
distributed meta information has been implemented in [18].
Listen First, Broadcast Later (LFBL) [19] limits forwarding
of Interests at every node based on its relative distance to
the content source. These works assume continuous network
connectivity and do not consider intermittent connectivity.

Previous research [20], [21] has demonstrated that CCN
works well in wireless networks. Interests can be broadcasted
and nodes hosting the requested content can directly respond
[19], [22], [23]. Overheard cached copies can satisfy requests
from other nodes, but broadcast requests can trigger transmis-
sions from multiple content sources resulting in collisions and
duplicate content transmissions. Thus, broadcast must be used
carefully in wireless networks. We proposed a strategy called
Dynamic Unicast [24] to reduce collisions and the time to
retrieve content, but, such strategy does not support multi-hop
communications, as required in VANETs.

1) CCN routing for multi-hop dynamic VANETs: CCN can
efficiently support information exchange in highly mobile
environments as it is the case in VANETs. Its main advantage
is represented by the integration of content and node discovery,
which is important in case of rather short contact times and
short lived paths between two peers. With the CONTACT
project, we foresee to apply CCN in VANETs by developing
mechanisms for routing and forwarding CCN Interest and
data messages across multi-hop VANETs. Such mechanisms
will be based on the previously developed Dynamic Unicast
scheme [24], originally designed for single-hop scenario.The



CONTACT approach aims to extend Dynamic Unicast by
support for multi-hop communications. For this, we propose

• step 1: to disseminate the first Interest by (controlled)
flooding or by CCN-based forwarding if entries for the
content in the Forwarding Information Base (FIB) can be
found;

• step 2: to return the first Data message using multi-hop
routing on the reverse path from the content source to the
requester;

• step 3: similarly to Dynamic Unicast, subsequent com-
munication will then be point-to-point between requester
and content source. For this phase, we need a routing
protocol that can handle high mobility of vehicles. Our
previous research on routing protocols for highly mobile
scenarios resulted in the development of opportunistic
routing protocols based on geographic forwarding [25].
Such geographic routing mechanism for point-to-point
communication between requester and identified content
source is promising for VANETs.

2) Mobility Support: Mobility of content sources can be
supported by permanent piggybacking the latest geographic
position of a source node on the Data messages from content
source to the requester. If a path between requester and content
source breaks, several options can be considered.

• The requester can again start a new content search by
disseminating an Interest using flooding or CCN-based
forwarding as in step 1 above.

• The node that detected the path break can repair the path
using the geographic routing protocol.

• The node that detected the path break can initiate a new
content search, e.g., by using the same mechanisms as
the requester in step 1 or by sending the Interest into an
area, where the content source is assumed to be.

3) Quality of Service Support: CCN can be used for any
application such as audio/video streaming or conferencing. In
those cases, it might be useful to provide QoS support, in par-
ticular in wireless networks with limited network bandwidth.
With the CONTACT project, we aim to design and implement
QoS support for the geographic routing approach proposed
for CCN-based content exchange. We propose to estimate the
required bandwidth and other resources for a Data stream
based on tracking Interests’ round trip time estimations. Each
Interest message forwarded towards a content source creates
an entry in the Pending Interest Table of a CCN router. A
router thus knows that Data has been requested and that Data
messages will arrive on the reverse path. By measuring the
round trip time between itself and a content source, the amount
of required network bandwidth resources can be estimated and
resources can be allocated and reserved. In case of lacking
resources, appropriate shaping actions for outgoing Interest
messages have to be initiated.

B. SDN design for VANETs
Software-Defined Networking (SDN), emerged as a new

dynamic, manageable, cost-effective, and adaptable architec-
ture, ideal for the high-bandwidth, and dynamic nature of

today’s applications [11]. SDN separates data (forwarding)
plane from control plane, enhancing the programmability of
the network by external applications. In other words, a SDN
controller decides, according to the requirements of applica-
tions, how traffic flows will be forwarded within the network
while network devices (switches, routers) simply forward the
packets, following the per-flow rules installed by the controller.
SDN was initially designed with the intention of overcom-
ing the drawbacks of traditional networks, such as manual
configuration, and further maintenance of every single device
in the network, latency in path-recovery due to distributed
approach, etc. By applying SDN, network management and
(re)configuration, resource allocation, network troubleshooting
and debugging can become easier.

SDN was initially designed for wired networks, such as
data centers. Being a dynamic and adaptable paradigm, rather
than a rigid architecture, it is feasible to apply it in a different
context from the one it was initially designed for. Recently,
SDN has been recognized as an attractive and promising
approach for wireless and mobile networks too [26], VANETs
included, as detailed hereafter.

1) SDN architecture for VANETs: In 2014 Ku et al. pro-
posed the first SDN architecture for VANETs [27], and they
highlighted the benefits offered by the SDN paradigm, such
as path selection for rerouting traffic and avoiding congestion,
channel selection and allocation for guaranteeing low-latency
to safety applications, among others.

Several factors have to be considered when designing a
SDN-based architecture for VANETs: 1) the level of control
owned by the SDN controller (full, or distributed with other
SDN entities localized in road side units (RSUs), and base
stations); 2) the medium used for data and control communi-
cation (WiFi, or infrastructure-based: 3G, LTE). In a fog-based
SDN architecture for VANETs proposed in literature [28], the
control of the network is shared between the SDN controller
and local agents, which are located both within some RSUs
and wireless nodes. Vehicles are considered as SDN wireless
nodes, equipped with WiMax/3G/4G/ LTE interfaces mostly
for control communication, and WiFi/WAVE interface for data
communication.

2) Resource management support: Only 75 MHz and 50
MHz of the bandwidth in the 5 GHz spectrum have been
allocated for Dedicated Short Range Communications (DSRC)
in VANETs, both in the United States and in Europe. In
the reserved bandwidth a single Control Channel (CCH) and
several Service Channels (SCHs) exist. By default, control and
safety messages are broadcast on the CCH, while other kinds
of DSRC messages are transmitted on SCHs. The limited
number of available channels calls for efficient channel se-
lection/resource allocation methods. A SDN controller having
full knowledge of the network status (i.e. context) is a good
candidate for selecting and allocating channels to different
classes of traffic (i.e. content-based). A first contribution in this
area has been provided by Liu et al. [29], who have designed
a cooperative data dissemination scheme for VANETs. An
SDN controller, localized within the RSU delivers schedul-



ing decisions to vehicles, instructing them which channel to
tune to, and which data to transmit/receive. Moreover, SDN
can dynamically adapt to topology changes, and reconfigure
resource allocations to provide the expected QoS/QoE. For
instance, if a vehicle A is out of the coverage range of the
RSU, but it can get the content service from another neighbor
vehicle B, which is currently within the RSUs coverage range,
the SDN controller could allocate more resources to vehicle
B to allow content delivery to vehicle A in a CCN fashion.

3) Content delivery support: In future VANETs vehicles
will produce and exchange a large amount of content for
enabling new collaborative services such as autonomous driv-
ing. At the same time they will be using infotainment ser-
vices, and getting bandwidth demanding content. Due to the
(different) type and amount of content, new approaches for
improving content distribution in VANETs are needed. We
will investigate within CONTACT how an SDN controller
can implement policy based methods for reducing replication
(broadcasting), without affecting content availability (reliabil-
ity). The potential of SDN to improve the management of
content delivery has been already highlighted in related work.
A Type-Based Content Distribution (TBCD) method has been
proposed [30] for improving content caching and forwarding
in a SDN-enabled VANET. TBCD adopts a push-and-pull
approach for delivering content, based on the type of content,
and on the number of users interested in it. SDN has also
the potential to improve and reduce the amount of broadcast
messages exchanged in VANETs, with the resulting advantage
of efficiently using network resources, reducing collision. An
SDN architecture for GeoBroadcast in VANETs has been
recently defined in [31]. With CONTACT, we plan to further
investigate similar techniques.

C. FC design for VANETs

Floating Content (FC) [12], [13] is an opportunistic com-
munication scheme to support infrastructure-less distributed
content sharing over a given geographic area, called Anchor
Zone (AZ). The objective of FC is to ensure the availability
of some content items within the AZ for a given time period
by replicating them opportunistically to users, who come in
contact within the AZ, so that the content items can float
within the AZ. Existing works on FC performance focus
on determining the conditions under which a content item
floats with high probability [13] and on application-level
performance modeling [32].

Floating Content has been proposed in VANETs for accident
warnings, traffic jam notifications, and for all event-based
messaging of local scope and of relatively short temporal
interest [33], [34]. Indeed, the ephemeral nature of such
messages, coupled with the necessity of optimizing storage and
communications, call for ways to efficiently control replication
and diffusion of floating messages. FC suits particularly such
context, in which fixed infrastructure for sensing/detecting a
problem (accident, traffic jam) and for spreading a warning
might be missing or inadequate. It is also considered for
safety messages generated by cars (e.g. medical conditions

relative to the driver), for which V2V communications are the
natural choice, as they naturally incorporate context. In [33]
authors study the storage capabilities of floating information
for the case of vehicular ad-hoc networks. The performance
of floating content-like service on a highway as well as in
a city setting has been evaluated in [34]. For such cases,
floating content expands the reach of a message beyond the
transmission radius of the originator, allowing the reception
of the message (and therefore take actions, such as a detour
and/or adaptation of speed and inter vehicle distance) well
before reaching the location of the event. In addition, the
opportunistic replication of the message allows incrementing
the efficiency with which it is dispatched, decreasing the
impact of interference, collisions, etc.

Being conceived for settings where users are mobile, FC
adapts well to volatile and dynamic environments without
support from fixed infrastructure. The main challenge in FC
indeed is to build services with an acceptable level of (appli-
cation level) performance on top of an unreliable, best effort
communication service such as one based on opportunistic
replication. However, FC has so far been mainly conceived for
smartphone users, and hence assessed in settings where users
move at walking speed. Ad hoc vehicular communications,
however, push the possibilities of FC to the limit. As speeds
are higher, interaction times are lower making it challenging
to recognize neighbors, set up connections and exchange
data. Moreover, the typical spatio-temporal patterns of users
are radically different than those of walking mobile users.
Also the type of applications and associated communication
requirements differ significantly.

All these works show the necessity to adapt the FC
paradigm, on one side, to vehicular network environment,
and on the other, to the specific requirements of the ser-
vice/application supported.

1) FC modeling and optimization: One of the critical
aspects of the FC paradigm is tuning its main service pa-
rameters (e.g. shape, size and speed of the anchor zone and
of the replication zone) to satisfy application requirements.
Indeed, several versions of the FC paradigm have already
been proposed, each with its own definition of success rate, its
shape and relationship between the aforementioned parameters
[12], [32]. Some related works [32] show that performance
of floating content is strictly related to the communication
requirements of the specific service, and of the target perfor-
mance at the application level.

In order to take this aspect into account, it is necessary
to first identify the main families of vehicular services which
could be supported by FC, grouping application with similar
requirements to FC, in terms of content availability, time to
get content, content lifetime, success rate dependent on time
spent inside the AZ [12], [32]. Starting from [12], [32], we
will derive a set of engineering rules for FC in VANETs for
the CONTACT architecture.

2) Mobility pattern-aware communications: Another
special aspect of performance of the FC scheme, is its high
sensitivity to the specific features of mobility patterns, to the



replication strategy, and to the efficiency of the information
exchange, e.g., time required to discover neighbors; time
taken to set up/close a connection; effects of collisions and of
interference. How to adaptively tune the main parameters of
the floating content dependent on context, and in particular
of adapting them to the characteristics of the mobility
pattern, remains an open issue, particularly in vehicular
environments. One of the special features of vehicle mobility
patterns emerging from measurements is clustering, both in
urban areas and on highways [35]. By allowing long lived
exchanges of data between members, clusters clearly offer
an opportunity for optimizing over vanilla FC. Through
coordination mechanisms, nodes in a cluster could specialize
and take up specific roles on behalf of other nodes in the
cluster. For instance, techniques for decreasing FC traffic
and reducing redundancy by means of proxying and caching
could be devised. Some nodes could act as ”storage nodes”,
keeping content alive and available to other cluster nodes,
while others might specialize in coordinating communications
and advertising the floating storage data objects. For instance,
for enhancing inter-cluster communications, some nodes
might act as cluster gateways.
Floating content schemes are typically implemented in a
distributed fashion, without any orchestration or coordination.
This is due to the opportunistic nature of the message
exchanges, and more specifically, to the fact that the degree
of connectivity of the resulting ad hoc network is very low,
making it typically very hard to implement any form of
decentralized orchestration and coordination. Nonetheless, we
think that this is highly dependent on the specific setting (user
density and speed, transmission range, and spatio-temporal
patterns), and that in some specific (but not so rare) contexts
(such as in vehicle clusters) some form of coordination
schemes are feasible. Hence, an important aspect of our
investigation will be the experimental assessment of those
conditions in which some form of coordination between
nodes participating in a FC scheme is feasible.

III. CCN-SDN-FC INTEGRATION:
PRELIMINARY IDEAS

Adopting a cross-layer approach, we plan to integrate in a
single architecture, (at least some of) the different techniques
designed for optimizing CCN, SDN and FC in VANETs,
to the final aim of achieving high QoS support, by taking
advantages of the benefits offered by each of them. In this
Section we present some preliminary ideas on how to operate
the integration of CCN, SDN and FC, in the CONTACT
architecture.

A. Orchestration and coordination

In many practical settings, and in several of the futuristic
ITS (intelligent transport systems) and smart city scenarios,
indeed, fixed communication infrastructure is available, in
the form of roadside units or cellular networks, for instance.

Cellular networks could be of interest for critical V2V com-
munications, in the form of either direct or multi-hop M2M
communications. In addition, SDN includes typically a coor-
dination function, which could play a role in the management
of FC message replication, and in the implementation of
context aware caching strategies. Moreover, if we consider
the user’s smart-phone as an integrating part of a vehicle’s
communication system, we have a system capable of multi-
homing. In such scenarios, a specific mode of communication
(e.g., cellular network technology) could be exploited for
best effort, delay tolerant communications as well as for the
exchange of control and coordination information.

More generally, we will explore how to take advantage of
orchestration and coordination between nodes for FC oper-
ations. We will explore what kind of optimizations can be
enabled by orchestration. This might bring to the formulation
of a set of scheduling and optimization algorithms for a given
cluster (or set of clusters) of vehicles.

B. Content caching and forwarding

CONTACT will consider the integration of the FC paradigm
in the context of a content centric pull-based communication
mode, in order to enhance content availability (i.e. in-network
cache hits) in the network, as well as to minimize the proba-
bility of content disappearance due to network disconnection.
In this case, the anchor zone (the geographical zone where
the content is stored) moves with the vehicles. New models
will have to be elaborated to evaluate the impact on the CCN
routing techniques especially in terms of end to end delay and
success rates in information retrieval. SDN-based methods for
supporting forwarding, caching, and reducing replication (and
consequently broadcasting), CCN-based VANETs will also be
investigated within the project.

IV. CONCLUSIONS

In this paper we have presented the approach taken in
the CONTACT project to tackle the issue of designing a
set of techniques and a general architecture for QoS provi-
sioning in vehicular networks. The goal of the project is to
investigate how an architecture for vehicular communications
that integrates content-centric networking, software-defined
networking as well as context aware floating content schemes
can properly support the very diverse set of applications and
services currently envisioned for vehicular environments. The
improvements in communication reliability, content availabil-
ity, and end-to-end delay will be pursued by adopting strategies
based on the type of content (alerts, driving coordination,
informational) as well as on its context attributes (such as
location of origin, geographical range of interest, time of
validity).
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