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ABSTRACT

Today’s medical institutions produce enormous amounts of data on
patients, including multimedia data, which is increasingly produced
in digital form. These data in their clinical context contain much
information and experience that is currently not being used up to its
full potential. Through the digital form the data has become accessi-
ble for automatic analysis and treatment for a variety of applications.
At the same time, the variety of images produced can be confusing
even for trained specialists causing an information overload exists
for many medical doctors. This suggests that content–based image
retrieval can be a valuable tool for helping manage these data and
access the right information at the right time.

This article gives a short state of the art of content–based medi-
cal image retrieval followed by a description of the medGIFT project
on image retrieval with its main components. Then, several chal-
lenges are used to illustrate areas where much more work is cur-
rently needed to advance biomedical image retrieval. This shows
that we have now progresses beyond the phase, where medical doc-
tors transfer a database to computer scientists to only evaluate their
algorithms. We conclude that visual information retrieval can have
a real impact in the medical field if the techniques can adapt to this
rapidly changing field and get integrated into the workflow in radi-
ology and other medical fields.

1. MOTIVATION

Visual information is being produced in ever–increasing quantities in
many fields. The digital availability of the images and videos makes
new ways of managing them or extracting information from them
possible. Content–based image retrieval (CBIR) [1] is one of the
techniques that can help to manage even extremely large archives
with often a limited textual annotation as it allows to navigate by
visual content. Particular attention in recent years has been put on
the automatic annotation of image collections with keywords [2] as
queries with images instead of text have shown to be difficult for
many users, whereas we are used to formulate an information need
with words. Another idea to optimise retrieval results is through
intensive user interaction or relevance feedback [3].

In the medical field, visual navigation and image retrieval have
been proposed as an extremely powerful tool in several articles [4,
5, 6], but real applications and tests in clinical practice are very
scarce. One notable exception is the ASSERT project [7] that has
shown an improvement of diagnostic quality with the use of an im-
age analysis system, particularly for less experienced radiologists.
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Currently, the information stored electronically in patient records
and image archives is exclusively used in the context of a single
patient. With the creation of medical teaching files and the iden-
tified need to share images and image archives [8] more data be-
comes available for research purposes. Legal regulations are still
fairly strict for reusing any health–related data. Teaching files have
been created as secondary use of personalised image data such as
CasImage1 and Pathopic2. A standard format for sharing medical
teaching files is MIRC3 (Medical Imaging Resource Center) and
several teaching files are available through this interface. An even
more valuable resource is made available through Goldminer4, im-
ages of peer–reviewed cases from the American Roentgen Ray Soci-
eties journals. Although a content–based interface is missing, it may
help to get access to high quality images and associated meta data.
A content–based interface to such an important image resource can
help to make CBIR a valuable tool for the medical community and
increase acceptance in this domain.

2. STATE OF THE ART

Two overview articles on image retrieval in the medical fields exist
for a more comprehensive review [9, 10]. Other than this, most arti-
cles can be separated roughly into visionary articles from the medical
field promoting the use of image retrieval [4, 5] and technical articles
in computer science departments with a limited connection with the
medical reality [11, 12]. Image retrieval has had very little practical
impact in the medical field and most medical professionals are not
aware of the possibilities it can offer.

With respect to techniques, two approaches can be separated:
based on classification and based on information retrieval techniques.
Whereas the IRMA (Image Retrieval in Medical Applications, [13])
and ASSERT projects are based on classification, the medGIFT project
is rather based on information retrieval techniques. Classification–
based approaches can be used for databases where a clear separation
into classes is possible and ground truth is available. Typical ap-
plication scenarios are the pre–classification of images by anatomic
region and modality for storage or the correction of DICOM headers
that have shown to be error–prone in the anatomic region field. In-
formation retrieval techniques are useful when very large databases
are used for which little ground truth is available and a class separa-
tion depends strongly on the task that a user is performing. Typical
application scenarios are the navigation in large teaching files to find
images even when only a limited annotation is available.

1http://pubimage.hcuge.ch/
2http://alf3.urz.unibas.ch/pathopic/
3http://mirc.rsna.org/
4http://goldminer.arrs.org/
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Most of the techniques applied in medical image retrieval are
similar to those applied in the non–medical domain. Relevance feed-
back and interaction with the user is generally regarded as extremely
important to find out more about the particular information needs
of a user [14]. The region of interest in medical images is often
fairly small and localised in a subregion of the image. On the other
hand, images are usually taken under very standardised conditions
and from well–defined view angles, so invariances are often differ-
ent than in stock photography where invariance to particular lighting
conditions is of interest. Still, some invariances and particularly the
use of local interest points can prove to be successful [15]. Problems
with the handling of medical images (not only for retrieval) occur at
many levels: DICOM CT (Computed Tomography) or MR (Magnet
Resonance Tomography) images are 12–14 Bit grey scale and thus
more than what many image processing systems cope with and also
more than can be shown screen. Some systems [14] simply trans-
form the images to JPEG and then treat the usual 256 grey scales.
This creates an information loss and removes the possibility to mod-
ify the images from the clinicians as they are used to in their usual
viewing station environment.

To make image retrieval a success in a clinical setting a very
close cooperation and much knowledge communication on particu-
lar needs are necessary. Many feedback loops are required to make
such a technology accepted and limitations need to be explained.

3. THE MEDGIFT PROJECT

This section introduces the medGIFT project on medical image re-
trieval of the University of Geneva; more information can be found
in [16]. The full application domain of medical information analysis
is attempted to be covered, from information creation and access, to
computational power, and towards real applications in contact with
clinicians and finally, the evaluation of applications and practical im-
pact.

3.1. Data access — AneurIST

AneurIST5 is a research project financed by the EU to help with the
treatment and detection of cerebral aneurisms with over 30 partners
worldwide. One important aspect in the project is the data acquisi-
tion from several clinical partners distributed among currently 5 Eu-
ropean countries. To do so, a reusable decentralised architecture is
being developed with the goal to provide direct access to data stored
in a distributed way at several clinical centres. Within the Geneva
hospitals we are developing an access model that is based on a data
model for the disease and reuse a maximum of the data available in
the patient record, including images, structured data, and free text.
The goal is that for any new disease only the data model needs to
be changed and mapped to the patient record. Then, an anonymised
access is technically possible without having to recreate a dedicated
data acquisition infrastructure for each new research project. Ac-
cess to the data in several medical centres can help to get a sufficient
number of cases even for diseases that occur rarely such as aneurisms
(around 80 cases per year in Geneva). Of course, it is necessary to
have an approval of the ethics committee of the local hospitals as ev-
ery data collection process has to be acknowledged by this instance
but it makes the acquisition of high quality data less burdensome and
significantly reduces costs.

5http://www.aneurist.org/

Fig. 1. Screenshot of a tool for the annotation of image regions.

3.2. Computation — KnowARC

Computational aspects of image retrieval have recently played a lim-
ited role as quick database access is often possible through good
database indices. Image analysis can often be accepted being slow
as this is performed offline and only the actual query process needs
to be accelerated to deliver quick responses to the user. Still, grid
technologies have the potential to help think one step further: what
can be done if nearly unlimited computing power is available? Grid
technologies have been proposed for medical image retrieval [11]
but most often the goal is to test an existing middleware and optimise
the resource use but not to think about completely new solutions that
would be impossible without grid technologies.

The KnowARC6 project creates a contact with the community of
grid middleware developers and should help to influence middleware
development with the goal of computationally extremely extensive
solutions that are envisioned to work on large image databases such
as the hospital PACS (Picture Archival and Communication system).
One goal from the institutional point of view is to better use the cur-
rent computer infrastructure. Whereas no research computer infras-
tructure is available apart from little servers financed by projects, the
Geneva hospitals have just like many other large hospitals almost 6
000 desktop computers installed. Using part of this workforce for
information analysis tasks can open us new possibilities and none of
the confidential data needs to leave the hospitals.

3.3. Applications — Talisman

The major advantage of being inside a medical institution is the ac-
cess to workflow knowledge and the direct communication with the
medical experts. Trust needs to be built before a successful appli-
cation can be developed and the processes and vocabulary need to
be understood. The Talisman project (Texture Analysis of Lung Im-
ageS for Medical diagnostic AssistaNce) works on the analysis of
lung CTs for diagnostic aid with interstitial lung diseases [17] that
are often regarded as a hard problem for the non–specialist, compris-
ing a total of over 150 diverse diseases with unspecific symptoms.
Particularly in emergency radiology the diversity of modalities and
anatomic regions is large and decisions needs to be made quickly.
Currently, the emergency radiologists annotate image regions in the
3D lung volumes (see also Figure 1) to give us a maximum of infor-
mation on the commonly observed patterns. In addition to the visual
data, a total of 99 parameters are acquired for each patient such as

6http://www.knowarc.eu/
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Show me blood smears that include polymorphonuclear neutrophils.
Zeige mir Blutabstriche mit polymorphonuklearer Neutrophils.

Montre–moi des échantillons de sang incluant des neutrophiles polymorphonucléaires.

Fig. 2. Examples for an ImageCLEFmed topic.

smoking history, age, sex, weight, size, or the use of particular medi-
cations. All these criteria are in connection with some of the diseases
and they need to be acquired in high quality, often from the free text
patient anamnesis as not always the information is available in struc-
tured form. The goal of the project is to supply similar cases to the
emergency radiologist treating a new case and highlighting at the
same time regions of the lung tissue that seem abnormal depending
on these criteria. As an example, the healthy lung of a 75–year–old
is clearly different from that of a 25–year–old. The availability of
all the data can help to perform data mining to find unknown con-
nections between characteristics and diseases and can further help
to propose important questions to the patient that the clinician might
not have asked. Detection of abnormal regions within the lungs can
be regarded as a very hard task, much more difficult than distinguish-
ing various marked regions by disease.

3.4. Evaluation — ImageCLEFmed

ImageCLEFmed7 is part of the Cross Language Evaluation Forum
(CLEF8) that has started an image retrieval track in 2003. Overviews
of the last evaluation campaigns can be found in [18, 19]. Similar to
TREC (Text REtrieval Conference) and TRECVID [20], a yearly cir-
cle of events is followed: creation of large datasets, distribution of
topics with realistic information needs to participants, results sub-
mission, ground truthing, evaluation, and finally a workshop to com-
pare results. In the last years, an average of 40 research groups in-
scribed for the proposed tasks and around 15–20 finally submitted
results. An example information need (topic) is given in Figure 2

The medical retrieval task has topics divided into visual, mixed
and semantic. A purely visual image classification task based on the
IRMA dataset exists as well with a strong community participation.
In 2007, a hierarchical classification of images is planned, where vi-
sual systems need to decide up to which level they trust their judge-
ment. This will give more insight into the quality of current image
classification techniques.

4. CHALLENGES AHEAD

This section presents several challenges in medical image retrieval
that are ahead of us and can help increase the acceptance of CBIR in
the medical field.

4.1. High–quality data acquisition

One of the main problems with medical CBIR is that the images for
retrieval are often taken out of their original context and much infor-
mation is lost in this process. Even a trained medical specialist could

7http://ir.ohsu.edu/image/
8http://www.clef-campaign.org/

often say little about the lung CTs of a patient if nothing is known on
the patient itself (age, smoking history, ...). Giving this task to a com-
puter does not make it easier, although some hidden connections can
be made if much ground truth data exists. It is really important that
for the creation of medical image databases care is taken about the
annotation so all important information is acquired. The same holds
true for regions of interest within the images that experts can anno-
tate. Only an exact annotation can really help evaluating research
applications. This needs to be done by experienced specialists and
comes at a fairly high financial cost. Still, this budget has to be in-
cluded into research projects. By making these databases available
to the research community many overlapping efforts can be avoided
and it is mainly the responsibility of the funding institutions to force
the data availability (as do the National Institutes of Health in the
United States).

4.2. Multimodal data integration — case instead of image

Also for non–medical image retrieval it has become clear that using
only visual information has many limits for retrieval. For a medical
doctor (MD) the unit of search in a clinical setting is also not the
image but rather the case. This means that all information on a case
needs to be taken into account for retrieval. This can include images,
structure data, and free text, and particularly several sorts of images,
with varying views, or a CT and an x–ray. Combining this informa-
tion to find similar cases is not trivial, as missing information has to
be taken into account. It is not always standardised which exams are
taken in which situation. Tackling this problem is likely to have the
biggest impact in a real clinical environment.

4.3. Dissimilarity retrieval

The first question for an MD when regarding images is most often
whether it is abnormal or not. The variety of healthy images is actu-
ally enormous and the borders of the two are not always clear. The
healthy lung of a 60 year old smoker will be very different from the
healthy lung of a 25 person in good physical shape. Thus the first
step is not necessarily to find similar cases but rather find out how
far away (dissimilar) from a healthy model the shown images are
to judge the probability of the images being abnormal. Similarity
retrieval can then be used to find similar abnormal cases.

4.4. Changing images

One big challenge are definitely the rapidly evolving imaging modal-
ities. New modalities are developed regularly such as PET/CT com-
binations and existing modalities change their parameters with thin-
ner slices and smaller inter slice distances. Varying contrast agents
can also significantly change the results shown in the images. With
respect to image analysis this means that segmentation might not
work anymore after a change in the imaging equipment, or that vary-
ing algorithms need to be used depending on the machine the im-
age was taken with. This requires algorithms for retrieval that can
quickly be adapted to a particular setting. It also means that databases
are not static but need to be adapted to current settings and require a
process of integration into a medical institution that is currently only
rarely the case.

Completely new fields will also be evolving with new medical
departments becoming digital such as Pathology and Dermatology.
Pathology images can for example be extremely large (often 100 000
by 100 000 pixels) and again a large part of the images might not be
interesting whereas a few abnormal cells require further attention.
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Also here, the variety of image production is large. Many staining
products produce very different images and images that are not even
stable over time (with stains glowing only a short period of time).

5. CONCLUSIONS

Image retrieval has the potential to have real impact in the medical
field but to do so, much domain knowledge needs to be transferred
and the image retrieval systems need to be adapted to this quickly
changing field. Toolboxes are required that allow for a quick inte-
gration of new settings and adaptations to new images. An close co-
operation of computer science specialists with medical experts needs
to be attempted. A mere exchange of data is not enough and real co-
operations are required. Much more is still required to find out user
needs and what the real requirements in the medical field are [21].
Most often, the amount of data to be treated is underestimated. The
Geneva radiology alone produced 50 000 images per day in 2006,
and these numbers are rising. A treatment of all these data might
not be possible at the moment but current infrastructures can cope
with large volumes of data and make information inherently stored
in medical multimedia data available to the medical specialists.
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